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Abstract: A central question in behavioural neuroscience is how different rewards modulate learning.
While the role of monetary rewards is well-studied in decision-making research, the influence of
abstract rewards like music remains poorly understood. This study investigated the dissociable effects
of these two reward types on decision making. Forty participants completed two decision-making
tasks, each characterised by probabilistic associations between stimuli and rewards, with probabilities
changing over time to reflect environmental volatility. In each task, choices were reinforced either
by monetary outcomes (win/lose) or by the endings of musical melodies (consonant/dissonant).
We applied the Hierarchical Gaussian Filter, a validated hierarchical Bayesian framework, to model
learning under these two conditions. Bayesian statistics provided evidence for similar learning
patterns across both reward types, suggesting individuals’ similar adaptability. However, within
the musical task, individual preferences for consonance over dissonance explained some aspects of
learning. Specifically, correlation analyses indicated that participants more tolerant of dissonance
behaved more stochastically in their belief-to-response mappings and were less likely to choose the
response associated with the current prediction for a consonant ending, driven by higher volatility
estimates. By contrast, participants averse to dissonance showed increased tonic volatility, leading to
larger updates in reward tendency beliefs.

Keywords: Hierarchical Gaussian Filter; reward-based learning; monetary reward; musical reward;
abstract reward; probabilistic learning; decision-making behaviour

1. Introduction

Rewards, whether tangible or intangible, play a pivotal role in shaping human be-
haviour and driving our decisions. The neural mechanisms underlying reward processing
and learning have been a focal point of neuroscientific research. Seminal early work on
non-human primates using an appetitive rewarding stimulus (juice) demonstrated that
dopaminergic neurons in the ventral tegmental area play a vital role in modulating reward-
related activity [1]. These neurons emit a ‘teaching signal’ known as the reward prediction
error (RPE). This signal indicates a discrepancy between expected and actual outcomes
and facilitates learning [2]. Subsequent research expanded on this, demonstrating that
dopamine prediction error responses can reflect reward magnitude and probability [3],
delay [4], and preferences between different rewards [5].

Unlike the ‘primary’ rewards, which are crucial for survival and include necessities
such as food, water, and sex—mainly used in animal studies, ‘secondary’ rewards represent
more abstract, higher-order needs such as money, power, and positive social exchanges [6],
and are used in human studies. Research by Sescousse [7] and Arsalidou [8] compared
human brain responses to primary (food, sex) and secondary (monetary) rewards. They
found overlapping involvement of the ventromedial prefrontal cortex, ventral striatum,
amygdala, anterior insula, and mediodorsal thalamus. However, money-specific responses
were more prominent in the orbitofrontal cortex, indicating its role in processing secondary
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rewards. Primary rewards showed stronger representation in the anterior insula, with
erotic stimuli particularly activating the amygdala.

Apart from monetary rewards, humans are capable of enjoying many other abstract
pleasures. Neurophysiological responses to abstract rewards have been extensively studied,
ranging from social stimuli [9], to poetry [10], comedy [11] and music [12,13]. A consis-
tent observation across these studies is the activation of the brain’s core reward regions,
especially the nucleus accumbens (NAc). Social stimuli, comedy, and humour, apart from
NAc activation, activate the medial prefrontal cortex. Poetry additionally engages regions
related to emotional and semantic processing, such as precuneus, supramarginal gyrus
and insula. Lastly, music, a rich and multifaceted stimulus, activates the NAc alongside
areas related to auditory, emotional, and motor processing. Thus, while the NAc is a central
brain region associated with processing pleasure, each stimulus type also activates specific
brain regions corresponding to their unique cognitive, emotional, or sensory properties.

Despite the advances in the investigation of abstract pleasurable stimuli using neu-
roimaging, computational or psychological approaches, there is a significant gap in research
concerning the role of these stimuli as reinforcement in reward-based learning. Addressing
this gap could shed light on the underlying motivational aspects of these pleasures. How-
ever, several factors may have limited this area of research, such as the variable subjective
value of primary rewards influenced by social contexts [14], age [15] or satiety [16]. Ad-
ditionally, abstract pleasurable stimuli are further modulated by primary rewards [16,17],
mood [18], and cultural and personal experiences, involving more subjective valuation and
potentially leading to greater variability in individual responses.

Among abstract pleasures, music stands out as a universal and salient stimulus. It
has been closely associated with human culture and history for thousands of years, as
evidenced by the ancient origins of musical instruments [19–21]. While some studies
suggest inherent biological predispositions towards certain types of music, such as a
preference for consonance over dissonance [22–24], individual music preferences are heavily
influenced by training [25] and cultural exposure and familiarity [26,27]. For instance, the
preference for consonance in music is deeply embedded in Western culture [28], while
countries such as Russia, Ukraine, Chile, and India each exhibit unique musical preferences
compared to other countries [29]. Thus, music presents an abstract pleasure. However,
its inherent subjectivity also opens up opportunities for investigating its motivational
aspect, especially within the framework of reward-based learning scenarios, where this
subjectivity could manifest in decision making potentially leading to poorer learning or
greater variability in learning outcomes.

Recent research by Gold and colleagues [30] demonstrated how a consonance prefer-
ence can guide human decision-making behaviour. They used a standard decision-making
protocol to study RPEs. In their study, participants learned to make choices leading to
consonant or dissonant Bach chorale endings, displaying a marked preference for conso-
nant music. Their neuroimaging findings also linked RPEs with NAc activity, suggesting
music’s potential as a motivating reward signal for learning.

While Gold’s research identified the potential of music as a reward in learning, it did
not specifically investigate the role of music on modulating decision making in volatile
environments, or the stochastic or exploratory nature of decision making within this
context [31,32]. Stochasticity in decision making refers to the probabilistic relationship
between beliefs and choices. Reinforcement learning models have explained how agents
infer the expected reward magnitude or reward probability associated with actions [33].
In this context, agents often choose the action associated with the minimum expected
loss. However, in the long term, it may be beneficial to deviate from ‘optimal’ behaviour
and explore other actions. This deviation allows agents to gather new information and
learn faster about hidden relationships, potentially including more rewarding ones. In this
context, higher exploration would be associated with an increased degree of stochasticity.
Agents can also exhibit noise arising from physiological or molecular processes [34].
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In the context of the musical reward task explored by Gold et al. [30], increased
stochastic behaviour would imply that participants might not consistently select the option
most likely to result in a consonant ending. However, this apparent exploratory behaviour
may not necessarily stem from participants’ intent to learn hidden contingencies. Instead,
it could be associated with participants exhibiting more stochastic decisions due to more
variable preferences regarding consonant and dissonant endings. Yet this has not been
assessed empirically so far.

This variance in decisions in a musical setting could stem from the subjective nature
of musical pleasure, influenced by factors such as musical training, cultural exposure,
and familiarity, and, specifically, the enjoyment of dissonance by some participants. In
contrast, monetary rewards, which have been recognised as effective motivators in various
studies [35], tend to promote a more predictable relationship between beliefs and decisions,
as their value is more universally understood and quantifiable, motivating predictable
and goal-oriented behaviour. To contribute to the literature and dissociate these two
approaches to decision making, a direct comparison between learning from musical or
monetary reward is necessary, thereby us expanding the work by Gold et al. [30] that,
which focused on musical rewards. In addition, stochastic behaviour is best explored in
volatile environments, where participants are required to continuously adapt and infer the
shifting probabilistic relationships between stimuli and outcomes. This dynamic aspect
is more representative of learning in the real world, and therefore the focus of monetary
decision-making studies, yet it was not addressed by Gold et al. [30], given their use of
stable probabilistic mappings. When decisions are made in uncertain or volatile (changing)
environments, the mapping between beliefs and choices can be additionally modulated by
individual estimates of volatility [36].

In the current study, we investigate the stochastic nature of decision making when
faced with abstract rewards under volatile conditions and compare this to decision making
with respect to monetary rewards, which serves as a benchmark for decision-making stud-
ies. To our knowledge, there are no studies that directly compare learning under monetary
and abstract rewards. Addressing this research gap, we assess whether the abstract nature
of musical pleasure leads to more stochastic choices compared to the more deterministic
decision-making patterns typically associated with monetary incentives. Additionally,
we evaluate whether any increased stochasticity in decision making with musical re-
wards is associated with musical preferences regarding what constitutes a more rewarding
melody ending.

To address these questions, we designed and conducted a behavioural study using
two similar probabilistic binary reward-based learning tasks. These tasks were adapted
from a dynamic one-armed bandit paradigm with variable reward probabilities, following
the methodology of Hein et al. [37]. Unlike the static environment previously employed
to explore music as a motivational reward [30], our approach required continuous adap-
tation by participants to infer the shifting probabilistic relationships between stimuli and
outcomes. In one task, participants selected images resulting in either a monetary gain or
loss. Conversely, in the other task, their choice of image determined the nature of a Bach
chorale ending—either consonant or dissonant.

We predicted that the abstract nature of musical pleasure might lead participants to
demonstrate more stochastic choice behaviour when music is used as a reward, potentially
resulting in slower learning rates than associated with monetary reward (Hypothesis 1).
Additionally, we hypothesised that in the musical task, individuals’ increased stochasticity
in decisions would correlate with their musical preference ratings (Hypothesis 2). This
suggests that a greater tolerance of, or preference for, dissonant endings would manifest
in behaviour where the responses deviate more from the predictions about the consonant-
related choice. We tested our hypotheses using a computational modelling approach,
employing the Hierarchical Gaussian Filter (HGF) [34,38]. This enabled us to estimate
individual learning characteristics and belief trajectories, and to compare learning under
monetary and musical reward conditions. Using robust Bayesian statistics, our analysis
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demonstrated that participants displayed similar learning patterns for both reward types,
suggesting consistent choice behaviour irrespective of the nature of the reward. However,
within the musical task, individual preferences for consonance over dissonance explained
some aspects of learning, specifically, stochasticity in their belief-to-response mappings and
the size of the updates in the reward tendency beliefs.

2. Methods
2.1. Participants

Forty healthy individuals (aged 18–31, 20 females and 20 males, with a mean age
of 21.43 and standard error of the mean 0.46) participated in this experiment following
informed consent. All participants had normal hearing and normal or corrected vision and
no recent diagnosis for a mental health condition or neurological disorder. The experiment
was approved by the Higher School of Economics Committee on Interuniversity Surveys
and Ethical Assessment of Empirical Research.

2.2. Stimuli

Stimuli material consisted of musical and visual stimuli. Musical stimuli were adapted
from a previous study investigating musical reward prediction errors [30]. The stimuli
were 12 four-part Bach chorales recorded with the use of a musical instrument digital
interface (MIDI). Six of these stimuli were in major keys, and another six in minor keys; all
were in duple metre, contained four musical phrases, eight beats, and were 25.60 s long at
75 beats per minute (bpm). Each of the 12 chorales had four versions generated by com-
bining two timbres (harp or mandolin) and two endings (consonant or dissonant). The
consonant ending was the original ending of the chorale, while in the case of a dissonant
ending, each note was alternately shifted by a semitone up or down, with the soprano
and tenor parts initially ascending and the alto and bass parts initially descending. Vi-
sual stimuli were two fractal figures adapted from our recent work on monetary decision
making [37].

2.3. Experimental Design

Participants engaged in two distinct probabilistic binary reward-based learning tasks,
adapted from a one-armed bandit task with dynamically changing probabilities over time
(e.g., Hein et al. [37]). One task utilised a monetary reward as a reinforcer, while the other
employed music as a reward for learning.

In the monetary reward task, each trial commenced with a button press, initiating
a randomly selected chorale in harp timbre. After 17 s, participants chose between two
images (blue or orange), randomly presented on the left/right of the screen. The selected
image probabilistically determined the reward outcome, displayed as a win (2p) or a loss
(0p), along with the image itself, until the chorale concluded, signalling the end of the
trial. The chorale always ended consonantly. If a participant failed to respond within two
seconds, a loss outcome (0p), along with the two fractal images, was displayed on the
screen until the end of the chorale. This allowed participants to discriminate whether the
0p outcome was due to a non-rewarding response or a non-response (time out).

In the musical reward task, the chorale was played in mandolin timbre. While main-
taining the same timing, the chosen image probabilistically determined whether the chorale
ended either in a consonant or dissonant chord. A non-response within two seconds
terminated the chorale, indicating the trial’s end.

The experiment used a within-subject design so that each participant completed each
task in counterbalanced order on two different days, spanning 7 to 14 days. Both tasks
consisted of five different contingency mappings, with each contingency block consisting
of 14 to 18 trials, amounting to a total of 80 trials per task. Such a number of trials per
task block is sufficient for participants to learn the task’s statistics, as was empirically
assessed through pilot testing with a separate group of volunteers. We validated our task
design by confirming that the empirical probabilities governing the association between
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the image choice and reward outcome were closely matched to the theoretical probabilities,
which were: 90/10 (probability of reward for blue p = 0.9; probability of reward for orange
q = 1 − p = 0.1), 70/30, 50/50, 30/70 and 10/90. To ensure consistency in our within-subject
study design, the order of the contingency blocks was kept identical across both tasks for
each participant. This approach was crucial to ascertain that any observed differences
in learning and decision making were attributable to the nature of the tasks (monetary
vs. musical reward), rather than differences in the order of the contingency blocks. An
illustration of the task structures is presented in Figure 1 (adapted from Gold et al. [30]).
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Figure 1. Probabilistic decision-making task structures. (A) Musical reward probabilistic decision-
making task. Participants initiated a Bach chorale playing in a mandolin timbre by pressing a button.
After 17 s, a cue prompted the participants to choose between two images. The chosen image
probabilistically determined the chorale ending as either consonant or dissonant. The task had five
contingency blocks (14 to 18 trials each, 80 in total) with probabilities governing the association
between the image choice and chorale ending being 10% to 90%, with a step size of 20%. In the
case of no response, the playing chorale aborted, moving on to the next trial. (B) Monetary reward
probabilistic decision-making task. The same probabilistic (within-subject design) and time structure
was used along with the Bach chorales, played, however, in a harp timbre. After 17 s, a cue prompted
the participants to choose between two images that probabilistically determined either a win—2p
or a loss—0p, when the chorale always had a consonant ending. No responses were treated as a
loss—0p, without an aborting chorale being played.
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The specific task instructions given to the participants were to learn which image was
most likely to lead to the preferred outcome (the chorale ending they liked the most—in
the musical reward task, or money—in the monetary reward task) on each trial and adjust
their choice according to changes in the mapping between the stimulus and the outcome.
Participants were informed that the contingencies would change over time, but they did
not receive detailed information on the frequency of this change. The total number of
points achieved in the monetary reward task were translated 1 to 1 to a ruble cash payout
(on average, 89.2 and a standard error of the mean 2.27 RUB, across participants). This
sum was added to a fixed amount of a 200 RUB payout. After completing the musical
reward task, the participants were paid 250 RUB regardless of their choices in the task. To
control for individual musical preferences, we asked participants at the end of the musical
reward task to rate from 1 to 10 how much they liked (disliked) consonant and dissonant
endings (separately), as well as how they liked (disliked) the sound of the instrument
(mandolin). At the end of the monetary reward task, they were also asked to rate from
1 to 10 how much they liked (disliked) the sound of the instrument (harp). A conducted
control analysis revealed that participants did like the sound of both instruments similarly
(two-sided Bayesian Wilcoxon signed-rank test, BF10 = 0.18, moderate evidence for H0 [39])
indicating no possible confounding effects of the musical instrument type. Both tasks were
programmed using PsychoPy v2020.2.10 software [40] and lasted about 40 min each.

2.4. General Decision-Making Performance

Using a within-subject design and well-established decision-making analysis protocols,
we aimed to compare learning using monetary and musical rewards. Our general measures
of decision making were the win rate, the ‘win–stay lose–shift’ metric and the run length. In
the musical reward task, the winning responses were those that led to a consonant ending.
In the monetary reward task, the winning outcome was a 2p win. Analysis of performance
during our learning tasks using the ‘win–stay lose–shift’ [41] metric was conducted as
follows. On trials with a positive outcome (points won or consonant ending) for the chosen
image, we counted how often participants chose that image in the next trial. Likewise,
on trials with a negative outcome (zero points won or dissonant ending), we counted
how often participants avoided the chosen image in the next trial. The total number of
each of these types of events was then divided by the total number of wins and losses,
respectively. Win–stay and lose–shift rates were calculated for each participant in each task
separately. For the run-length analysis, we calculated the average run length within each
experimental contingency block for each subject and task. Run length was determined by
averaging the lengths of consecutive sequences of winning responses, considering only
those sequences that exceeded a single repetition. In 50/50 contingency blocks, we assessed
both types of possible winning responses (choosing orange or blue fractal figures) and
selected the greater of the two run lengths. This approach provides a robust measure
of behavioural consistency within each experimental condition, focusing on sustained
patterns of responses and effectively capturing the persistence of specific behaviours.

Given that monetary rewards often have a tangible and direct value for most individuals [42],
whereas musical rewards (consonant endings) are subjective, and their value may vary between
individuals based on their personal musical preferences, we hypothesised that:

Hypothesis 1. Musical reward will lead to more stochastic decision-making behaviour compared to
the monetary one.

We posited additional secondary hypotheses regarding how Hypothesis 1 would be
expressed in each dependent variable:

Hypothesis 1.1. In the monetary reward task, participants will choose the stimulus that is more
likely to result in reward outcome more consistently when compared to the musical reward task. This
preference will be reflected in higher monetary win rates overall, and specifically during the non-
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random contingency phases (90/10 and 70/30 and the reverse), when compared to their “consonant”
choices in the musical reward task.

Hypothesis 1.2. Participants will exhibit higher win–stay rates in the monetary reward task
compared to the musical reward task, indicating a more consistent adherence to monetary cues.
Likewise, lose–shift rates will be lower in the musical reward task compared to the monetary task
because a dissonant ending might not be as aversive or negative to all participants as losing money.

Hypothesis 1.3. In the monetary reward task, participants will exhibit a higher monetary run
length overall, and specifically during the non-random contingency phases (90/10 and 70/30 and
the reverse), when compared to their choices in the musical reward task.

To test our hypothesis concerning win rates, we conducted a Bayesian paired-sample
t-test, as detailed by Rouder et al. [43]. This test evaluates the evidence supporting the
alternative hypothesis over the null hypothesis, using Bayes factors (BF10). Bayes factors
quantify the ratio between the probability of observed data under one model relative to
another. For this analysis, Rouder and colleagues [43] propose selecting prior distributions
for the effect size in each hypothesis, following Jeffreys [44]. The null hypothesis (H0)
assumes no effect (δ = 0), whereas the alternative hypothesis (H1) uses a Cauchy distribution
for a non-zero effect size. This distribution is characterised by a probability density inversely
proportional σ2: 1/σ2, with σ2 denoting the effect’s variance in our sample (distribution
of between-condition differences). Using bayesFactor toolbox in Matlab, we implemented
this analysis employing the JZS (Jeffreys–Zellner–Siow) prior, a default prior for 1/σ2, as
recommended by Rouder et al. [43].

Next, to obtain a more fine-grained assessment of learning as a function of the con-
tingency blocks, we conducted a two-way repeated measures ANOVA, with the reward
type (2 levels: monetary, musical) and contingency block (3 levels: 90/10, 70/30, 50/50) as
independent variables, and the win rate as the dependent variable. This analysis specified a
multivariate Cauchy prior on the effects. Mauchly’s test for sphericity showed no violations
of the sphericity assumption (p > 0.05). The Shapiro–Wilk normality test showed that
winning rates were normally distributed in all the contingency blocks and reward types
(p > 0.05), except for the 70/30 contingency block in the musical reward task (p = 0.0497).
In the results, we report both frequentist and Bayes factor (BF) analyses of repeated mea-
sures ANOVA for hypothesis testing. p-values were obtained using the Kenward–Roger
method. The BF analysis of the model also used ‘JZS’ priors on the effect size under the
alternative hypothesis [43,45]. The evidence for the main effect then is the ratio of the Bayes
factors of the full model to a restricted model (BFratio = BFfull/BFrestricted), in which
everything except the main effect is kept. We interpret Bayes factors following Wetzels and
Wagenmakers [39].

To test our hypothesis regarding differences in win–stay and lose–shift behaviours
between the reward conditions, we performed a paired two-sided Bayesian t-test [43],
assessing each behaviour separately. Win–stay and lose–shift behaviours were normally
distributed among the participants in each of the tasks (according to the Shapiro–Wilk
normality test, p > 0.05).

To assess the run–length behaviour, we used the same analysis procedure as in our
analysis of winning rates: a two-way repeated measures ANOVA with the reward type
(2 levels: monetary, musical) and contingency block (3 levels: 90/10, 70/30, 50/50) as
independent variables, and run length as the dependent variable.

All Bayes factor analyses were conducted using the bayesFactor Toolbox by Bart Krekelberg
(2022) (https://github.com/klabhub/bayesFactor, accessed on 5 September 2022) in Matlab
R2021a and JASP software (JASP Team (2023). JASP (Version 0.18) (Computer software).

https://github.com/klabhub/bayesFactor
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2.5. Modelling Decision-Making Behaviour with the Hierarchical Gaussian Filter (HGF)

We used the Hierarchical Gaussian Filter (HGF) [34,38] to estimate each participant’s
individual learning characteristics and belief trajectories during monetary and musical binary
reward learning tasks. The HGF toolbox is a freely distributed, open-source software, available
in TAPAS (http://www.translationalneuromodeling.org/tapas, accessed on 5 September
2022) and has been used to investigate learning across diverse settings [37,46–49]. We used
version 7.1 of the HGF toolbox.

The HGF is a Bayesian generative model of the states of an agent’s environment.
In essence, the HGF is a model of perception where beliefs about the hidden states of
the environment x(k)1 , x(k)2 , . . . , x(k)n , at trial k, are updated hierarchically and defined as
coupled Gaussian random walks. The HGF perceptual model can then be coupled to
a response (decision or observation) model that associates belief estimates to decisions,
and probabilistically generates responses based on those beliefs. Note that the response
model here represents a “second-order” observation, while the “first-order” observation is
already embodied in the perceptual model [50]. Different combinations of HGF perceptual
and response models can be applied to explain behavioural data, and model comparison
techniques, such as Bayesian model selection (BMS, see below), can then be applied to
select the best-performing model.

In the present study, for each of our reward tasks, we tested three alternative Hi-
erarchical Gaussian Filter (HGF) models and two reinforcement learning models. Note
that the HGF toolbox has been updated to improve the numerical implementation of the
HGF model equations, which are referred to as enhanced HGF (eHGF). The input to the
models were the binary time series of outcome inputs u(k) and responses y(k), where trials
k ∈ [1, 80]. Outcome inputs were either u(k) = 1 if the blue image was rewarding, or u(k) = 0
if the orange image was rewarding. Responses were either y(k) = 1 if the chosen image was
blue or y(k) = 0 if the chosen image was orange. In the following, we drop the trial index
k for simplicity, unless otherwise stated. Missed responses were ignored by the response
model, but the trial, as such, was not ignored, and filtering was suspended for this trial
with the inferences on hidden states remaining, as in the previous trial.

We first chose a perceptual eHGF model with three levels, where the first level, x(k)1 ,
denotes the true state of the input for a given trial k. Beliefs are represented on the second
and third levels and modelled as Gaussian distributions. The second level represents the
trajectory of participants’ beliefs about the tendency of the contingency between stimuli
(blue/orange image) and their outcomes (rewarded or not), and the third level represents
the rate of change in that tendency (volatility). Gaussian belief distributions are represented
by their posterior mean (µ2, µ3 for levels 2 and 3, respectively) and posterior variance
(σ2, σ3). This perceptual model was coupled with a unit-square sigmoid response model,
and this combination constituted our first perceptual-response model (M1). Next, we used
a perceptual 2-level eHGF model with volatility fixed to a constant level and coupled it
with a unit-square sigmoid response model (M2). Our third hierarchical Bayesian model
was the 3-level eHGF coupled with a response model where the sigmoid function depends
on the expectation on log-volatility trial-by-trial (M3) [47]. The two tested reinforcement
learning models were the Rescorla–Wagner (M4) [51] and Sutton K1 (M5) [52] models. In the
Rescorla–Wagner model, adjustments to value predictions are made in accordance with a
prediction error, which is scaled by a fixed learning rate. Unlike the hierarchical structure of
hidden states used in HGF, this model uses a single state and has a consistent learning rate
that does not change across trials. Sutton K1 model updates value predictions guided by the
principle of temporal difference learning. This model emphasises the importance of future
rewards, adjusting predictions based not just on immediate outcomes but also considering
long-term consequences. Unlike the RW model, the Sutton K1 model incorporates a more
dynamic approach, where the learning rate can vary across trials, allowing for more suitable
adaptation to changing environments.

Models were then compared using the freely available MACS toolbox [53] and random
effects Bayesian model selection (BMS) [54]. The log-model evidence (LME) for each of

http://www.translationalneuromodeling.org/tapas
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the five models in both tested conditions (musical and monetary) was calculated as the
negative variational free energy under the Laplace assumption and was used as a measure
of model goodness-of-fit. In both conditions, learning from reward was best explained
by the same computational model, the perceptual 3-level eHGF coupled with a response
model that explains decisions as a function of the estimated level of log-volatility (M3)
(see Figure 2A). The M3 model exhibited exceedance probabilities of 100% in both reward
conditions, and model frequencies of 87% and 85% for the monetary and musical reward
tasks, respectively. This indicates that it was the unequivocally preferred model across all
participants (see Figure 2B). For the detailed derivation of the perceptual model, we refer
the interested reader to the papers of Mathys and colleagues [34,38].
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Figure 2. (A) Graphical representation of the 3-level perceptual eHGF with relevant parameters

modulating each level and the associated response model. Variable x(k)1 denotes the true state of

the input for a given trial k; x(k)2 indicates the true state of the current tendency for the mapping

between blue/orange images and their outcome; and x(k)3 represents the true volatility (rate of
change) of that tendency. The HGF generates trajectories of beliefs about these true states, modelled
as Gaussian distributions, which are characterised by their posterior mean values (µ1, µ2, µ3) and
posterior variances (σ1, σ2, σ3). The parameter κ (set to 1 in our experiment) establishes the coupling
strength between x2 and x3. The free parameters ω2 and ω3 indicate the tonic (time-invariant)
component of the log volatility on each level. The response model in the winning model integrates
the posterior mean of the expectation of environmental volatility with the chosen action y through a
sigmoid decision rule. Here, y represents the participant’s binary response (with y(k) = 1 indicating
the choice of a blue image and y(k) = 0 indicating the choice of an orange image). (B) The random-
effects Bayesian model comparison confirmed that the perceptual 3-level eHGF, coupled with a
response model that explains decisions as a function of the estimated level of log-volatility (M3),
outperformed all other models utilised in the study (with M3 exceedance probabilities of 100% in
both reward conditions and M3 model frequencies of 87% and 85% for the monetary and musical
reward tasks, respectively). This was the case for both monetary (upper figure) and musical (lower
figure) modalities. M1—perceptual eHGF coupled with a unit-square sigmoid response model,
M2—perceptual 2-level eHGF model with volatility fixed to a constant level and coupled with a
unit-square sigmoid response model, M4—Rescorla–Wagner model, M5—Sutton K1 model.
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In the winning model, the first level x1 corresponds to the binary reward outcome u.
The updates on this level µ1 are equivalent to the input:

µ
(k)
1 = u(k) (1)

The second and the third level states represent the true reward tendency of the image
(blue, orange), x2, and the volatility or rate of change of the reward tendency, x3. The states
x2 and x3 are continuous variables evolving as Gaussian random walks coupled through
their variance. The step sizes of x2 and x3 are as follows:

x(k)2 ∼ N
(

x(k−1)
2 , exp(kx3 + ω2)

)
(2)

x(k)3 ∼ N
(

x(k−1)
3 , exp(ω3)

)
(3)

In Equation (2), the parameter k (was fixed to 1 in our experiment) represents the
constant degree of modulation of x3 on x2. The free parameter ω2 represents the tonic
(time invariant) part of the variance on level 2. Therefore, larger values of ω2 result in
more rapid belief updates, and this occurs independently of the estimated current level
of volatility, x3. In Equation (3), the free parameter ω3, with exp(ω3) sometimes termed
“metavolatility”, represents how estimates of environmental volatility evolve. Here, larger
values of ω3 articulate larger changes of the task environment. Metavolatility in our
task can play a relevant role in choice behaviour. Note that in our experimental tasks,
the true level of volatility in the environment was constant since the experimental block
contingencies changed regularly every 14–18 trials. Participants, however, still had to
estimate the volatility level, which could be over- or underestimated as a function of the
task and their individual learning characteristics.

Belief updating at each level i (i = 2 and 3) and on each trial k is driven by prediction
errors (PEs) δ

(k)
i−1. These are modulated by the ratios of precision from the current level and

the level below:

∆µk
i = µ

(k)
i − µ

(k−1)
i ∝

π̂
(k)
i−1

π
(k)
i

δ
(k)
i−1 (4)

According to Equation (4), the posterior mean update ∆µk
i is the difference between

the current trial posterior mean expectation µi
(k) and the previous one µi

(k−1), weighted
by the prediction error of the level below, δi−1

(k), and the ratio of precision terms—the
prediction of precision on the level below π̂

(k)
i−1 and the current-level precision π

(k)
i (inverse

uncertainty σ
(k)
i ).

The winning HGF model was coupled with a response model first proposed by
Diaconescu [47], where the belief-to-response mapping assumes the participants’ decisions
to be based on their expectation of environmental volatility.

This response model, follows a unit-square sigmoid form, as described by Mathys
et al. [34]:

p(y|m, ζ) =

(
mζ

mζ + (1 − m)ζ

)y

·
(

(1 − m )ζ

mζ + (1 − m)ζ

)1−y

(5)

Here, m represents the predicted probability that the next outcome will be 1. In this
model, the probability of choosing a response y (0 or 1) is a function of ζ, an inverse decision
noise parameter. A higher ζ implies a greater likelihood of the agent choosing the option
more aligned with its current belief. Parameter ζ represents the noise or exploration in the
mapping from beliefs to responses [34].
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The decision temperature parameter ζ varies trial by trial with the prediction of the
environmental volatility for the current trial (here, the current prediction is the estimate in
the previous trial: k − 1):

ζ(k) = e−µ
(k−1)
3 (6)

An agent with a greater expectation of environmental volatility (smaller ζ) will display
more stochastic behaviour, indicating a higher likelihood of choosing a response less
consistent with their current belief about the contingency mapping. When perceiving the
environment as volatile and unstable, the agent infers that contingencies change rapidly,
making their predictions of current trends less reliable. This leads to a more frequent
selection of the alternative response, the one with a lower probability of reward. This
behaviour constitutes an exploration of the task rules. If an agent perceives that task
rules are frequently changing, they might choose the less likely rewarded response from
recent trials to investigate if the rule has already shifted. However, as we mentioned in
the Introduction, we expected participants to exhibit a more stochastic belief-to-response
mapping in the musical reward task overall, but also as a function of the individual level of
asymmetry in consonant/dissonant preferences. Thus, apparent exploratory behaviour
could reflect musical preferences, which we will address directly below. The trial-wise
estimation of environmental volatility leads the participants to respond in close accordance
with their beliefs—when they infer that the environment is stable. On the other hand,
participants behave in a more exploratory manner, resulting in a noisier (less deterministic)
mapping of belief-to-response probabilities when they estimate the environment to be
more uncertain. In essence, the fact that the perceptual 3-level eHGF coupled with a
“Volatility” response model outperformed all the other used models indicates that first,
participants infer both the reward tendency and the environmental volatility and second,
they dynamically incorporate these inferences into their actions (responses).

Variational inversion of the winning model provides the trial-wise trajectories of the
posterior distribution of beliefs about the states x(k)i (i = 2,3): µ

(k)
i and σ

(k)
i . Here, µ

(k)
2 and

µ
(k)
3 are the means, denoting the participants’ expectations on each level on trial k. The

variances, σ
(k)
2 and σ

(k)
3 , in turn, represent uncertainty on each level. An illustration of the

associated belief trajectories across the total of 80 trials in the musical and monetary reward
tasks for a representative participant are provided in Figure 3. Regarding our chosen prior
values on model parameters, we used values from previous work [37,48], where possible.
These are provided in Table 1. The selection of priors for the free parameters ω2 and ω3
was not guided by previous work, as the variational inversion algorithms diverged when
using those values with our shorter time series (80 trials instead of 320 or 400 trials, as
in [37,48]. Instead, in line with the recommendations of Chris Mathys and colleagues (HGF
toolbox [34]), we estimated the priors on ω2 and ω3 by using an ideal model observer to
analyse the input received by our participants. This approach yielded a prior mean of
[−2.3, 0.7] for ω2 and ω3, respectively, and for both tasks. Our prior variance on ω2 and ω3
was set to 4 (see Table 1). The model estimates were then optimised using a quasi-Newton
optimisation algorithm.

Altogether, fitting the winning model to the data obtained in the experiment allows for
an individual participant’s learning characterisation by the maximum-a-posteriori estimates
of the model parameters set. The computational quantities of our interest for the statistical
comparison between the musical and monetary reward learning characteristics were: (1) ω2;
(2) σ2—informational uncertainty on level 2 (belief uncertainty about the reward tendency);

(3) environmental uncertainty [eκµ
(k−1)
3 +ω2 ]; (4) µ3—environmental log-volatility estimates

(belief about the level of the environmental volatility); (5) ω3; (6) σ3—uncertainty on level 3
(belief uncertainty about the environmental volatility). We expected ω2 to be higher in the
monetary reward task than in the musical one, while we anticipated comparable musical
and monetary ω3.
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(green dots) correspond to the rewarded outcome of each trial (1 = blue, 0 = orange fractal leads to
outcome); the responses y are shown in orange dots and crosses (1 = chosen blue, 0 = chosen orange,
cross = no response); the red line corresponds to sigmoid transformation of x2 and represents
the posterior expectation of input; the learning rate about stimulus outcomes is given in black
and represents how much new information (observing the outcomes) is used to update the model
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represent the participant’s posterior mean estimate of the environmental volatility and its variance.

Table 1. Prior mean and variance of the perceptual model parameters and initial values of the belief

trajectories of the winning HGFµ3 model. Parameters σ
(0)
2 , σ

(0)
3 , κ and µ

(0)
3 are estimated in the

log-space. The remaining parameters in the table are estimated in the natural space. In the winning

HGFµ3 model, free parameters are ω2, ω3, µ
(0)
3 , and σ

(0)
3 . See Diaconescu et al. [36] for further details

on the response model and the priors. The selection of priors for the free parameters ω2 and ω3 was
based on an ideal model observer to analyse the input received by our participants. See main text.

The other parameters are fixed: κ, σ
(0)
2 , µ

(0)
2 [55]. The prior variances are reported in the space where

the parameters are estimated.

Prior Mean Variance

κ log(1) 0
ω2 −2.3 4
ω3 0.7 4

µ
(0)
2

0 0

σ
(0)
2

log(0.1) 0

µ
(0)
3

log(1) 1

σ
(0)
3

log(1) 1

Because the mapping between beliefs and responses in the winning model depended
on the expectation on log-volatility, µ

(k−1)
3 , this parameter could capture the stochasticity or

exploratory nature of decisions. Regarding σ3, a trial-wise estimate of uncertainty about µ3,
greater values would increase update steps on level 3. Accordingly, larger uncertainty σ3
values could trigger more stochastic behaviour by distorting expectations or beliefs about
the environment. Based on our Hypothesis 1, we predicted that learning with musical
reward would be associated with higher expectation on environmental volatility estimates
µ3. We expected σ3 to be comparable between conditions.
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Informational uncertainty on x2, denoted as σ2, in turn, represented uncertainty
in beliefs about the tendency of the reward contingencies. This variable might influ-
ence decision making by increasing the update steps on level 2, increasing the weight
that PEs have on updating beliefs on this level. Because the less certain participants are
about the reward tendency (indicated by a higher σ2), the slower they update their beliefs
about this tendency, we expected σ2 to be higher in the musical reward task than in the

monetary reward task. Lastly, environmental uncertainty [eκµ
(k−1)
3 +ω2 ] generally refers to

unpredictability in the environment, particularly regarding stability or instability in the
mapping between events and outcomes in the environment, to which an agent needs to
adapt for optimal behaviour and learning. A highly volatile environment might require
more adaptable learning, meaning that agents should update their beliefs more quickly
when faced with discrepant information. We expected comparable musical and monetary
environmental uncertainty.

To dissociate learning and behaviour with both types of reinforcing stimuli in our
tasks, namely musical and monetary, we evaluated the task condition differences between
monetary and musical reward learning by comparing the posterior estimates of the compu-
tational modelling parameters using a paired two-sided Bayesian Wilcoxon signed-rank
test. The nonparametric test was chosen due to the non-normal distribution of each pa-
rameter in either one or both types of learning, as assessed by the Shapiro–Wilk normality
test (p > 0.05). The test was conducted using JASP software (JASP Team (2023). JASP
(Version 0.18) [Computer software]).

2.6. Assessing Learning in the Musical Reward Task as a Function of Musical Preferences

To assess the impact of individual musical preferences on learning outcomes in the
musical reward task, we analysed participants’ scores of consonant and dissonant chorale
endings. To integrate both consonant and dissonant ending scores into a single metric, we
calculated a consonance dominance index (CDI). The resulting index reflects individual
participants’ preferences for consonance over dissonance.

Consonance dominance index =
consonance score − dissonance score
consonance score + dissonance score

(7)

Hypothesis 1 posited that participants in the musical reward task are expected to
exhibit a more stochastic mapping between their predictions and their response compared
to the monetary task. As an additional key prediction, we expected that variations in
stochasticity within the musical reward task would be associated with musical preferences,
such as the enjoyment of dissonance by some participants, or indifference to the type of
musical ending. Specifically, we hypothesised that:

Hypothesis 2. The CDI scores will exhibit a negative correlation with environmental volatility
estimates (µ3) in the musical reward task, while we expect no correlation between the CDI scores
and monetary µ3 estimates.

Additionally, we expected that learning from musical reward would depend on CDI
scores. We used ω2 as our learning measure, as in HGF this parameter is associated with the
belief updates’ speed on x2 (belief about the reward tendency). Larger values of ω2 lead to
faster belief updates irrespective of the estimated current level of volatility x3. We assumed
that dissonant ending aversion would drive participants to learn faster, updating their
beliefs towards contingency mappings more rapidly. We expected, therefore, a positive
correlation between ω2 and the CDI score in the musical reward task, while we expected
no correlation between ω2 and the CDI score in the monetary reward task.

We performed this analysis using both Bayesian and frequentist approaches and the
BayesFactor package (version 0.9.12-4.6) in R [R Core Team (2023). R: A language and environ-
ment for statistical computing. (R Foundation for Statistical Computing, Vienna, Austria. URL
https://www.R-project.org/, accessed on 5 September 2022) to assess these correlations.

https://www.R-project.org/
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3. Results
3.1. Similar Decision-Making Behaviour When Learning from Musical and Monetary Reward

To evaluate our Hypothesis 1.1—that participants will show more consistent behaviour
towards a winning outcome choice in the monetary reward task compared to the musical
one—we compared the means of winning responses in both tasks using the paired samples
Bayesian t-test. The test revealed moderate evidence for H0 with BF10 = 0.20 [3], indicating
a comparable performance between the two modalities; specifically, mean win rates were
0.57 (standard error of the mean, SEM, 0.014) for the monetary reward task and 0.58 (0.012)
for the musical task, respectively. Further, regarding the analysis of block contingencies, a
2 × 2 Bayesian repeated measures ANOVA provided extreme evidence in support of the
main effect of the Block factor (BFratio = 8.19 × 1011, which is the ratio between the full
model with factor Block and the restricted model excluding this factor). However, for the
main effect of Modality and the Block:Modality interaction, there was strong evidence in
favour of the null hypothesis, with BFratios of 0.047 and 0.061, respectively. We explored
the block effect more in detail using post-hoc comparisons (Bayesian t-test, data from both
reward modalities combined). A contrast of win rates for blocks 50/50 vs. 90/10, and
blocks 70/30 vs. 90/10, revealed posterior odds of BF10 = 9.01 × 107 and BF10 = 1.42 × 106

against the null hypothesis, respectively, indicating extreme evidence in favour of H1.
Conversely, a comparison of blocks 50/50 vs. 70/30, revealed anecdotal evidence in favour
of H1 (BF10 = 1.13). Complementing the BF analysis, frequentist statistics demonstrated
a significant effect of the Block factor (F(2, 234) = 34.575, p < 0.001) but not of Modality
(F(1, 234) = 0.067, p = 0.796) or of the Block:Modality interaction (F(2, 234) = 0.949, p = 0.389).
These results indicate that the type of reward used does not modulate reward-based
learning performance, which does not support our initial Hypothesis 1.1. The win—rate
results are presented in Figure 4A.

We next analysed win–stay and lose–shift rates to assess our Hypothesis 1.2. We posited
that participants would show a more consistent choice for rewarding monetary cues compared
to musical consonant endings. Additionally, we hypothesised that a dissonant ending might
not be as aversive or negative as a monetary loss. As a result, participants would exhibit
smaller lose–shift rates when learning from musical rewards. Specifically, this suggests
that after encountering a dissonant ending, participants would be less likely to switch their
response compared to when they observe a trial with a monetary reward. To assess the
hypothesis that win–stay behaviour for monetary rewards would be greater than for musical
rewards, we conducted a Bayesian paired t-test. The results provided moderate evidence in
favour of H0. Specifically, the BF10 was 0.20, with mean win–stay behaviours of 0.72 (SEM
0.026) for the monetary task and 0.70 (SEM 0.028) for the musical task. When assessing
the hypothesis that lose–shift behaviour for musical rewards would be lower compared to
monetary rewards, a Bayesian paired t-test revealed anecdotal evidence in favour of H0. The
BF10 was 0.34, with mean lose–shift behaviours of 0.61 (SEM 0.018) for the musical task and
0.58 (SEM 0.018) for the monetary task. The switch rate results are illustrated in Figure 4B.

To assess our hypothesis 1.3 regarding run-length behaviour, we first compared the
means of run lengths in both tasks. A Bayesian t-test revealed moderate evidence for H0
with BF10 = 0.18, with a mean run length of 4.37 (standard error of the mean, SEM, 0.24) for
the monetary reward task and 4.28 (0.27) for the musical task, respectively. Further analysis
of run lengths using a 2 × 2 Bayesian repeated measures ANOVA provided extreme
evidence in support of the main effect of the Block factor (BFratio = 3.36 × 106). For the main
effect of Modality and the Block:Modality interaction, there was strong evidence in favour
of the null hypothesis, with BFratios of 0.085 and 0.032, respectively. Post-hoc comparisons
(Bayesian t-test, data from both reward modalities combined) of run lengths for blocks
50/50 vs. 90/10, and blocks 70/30 vs. 90/10, revealed posterior odds of BF10 = 1.93 × 104

and BF10 = 1.47 × 104 against the null hypothesis, respectively, indicating extreme evidence
in favour of H1. Conversely, a comparison of blocks 50/50 vs. 70/30, revealed moderate
evidence in favour of H0 (BF10 = 0.15). Frequentist statistics demonstrated a significant
effect of the Block factor (F(2, 234) = 21.597, p < 0.001) but not of Modality (F(1, 234) = 0.121,



Behav. Sci. 2024, 14, 124 15 of 23

p = 0.728) or of the Block:Modality interaction (F(2, 234) = 0.118, p = 0.889). These results
demonstrated that the type of reward used does not modulate run lengths, which does not
support our Hypothesis 1.3. The run length results are illustrated in Figure 4C.
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Figure 4. General behavioural results. (A) Win rates across reward types and contingency blocks. Win
rates for the musical reward learning task (N = 40 participants) are depicted in purple, while orange
dots represent win rates for monetary learning (N = 40 participants). Data for each task condition are
illustrated using the mean (large dot) with SEM bars, with individual data points displayed to the right
to showcase dispersion. A Bayesian repeated measures ANOVA (Win rate ~ Block*Modality) unveiled
a significant main effect of the Block factor (p < 0.001) in modulating winning rates. However, the main
effect of modality was not significant (p = 0.796), nor was the Block:Modality interaction (p = 0.389).
Post-hoc analyses (Bayesian t-test, data from both modalities combined) revealed a significantly
lower win rate in 50 contingency block relative to 90 (BF10 = 9.01 × 107, extreme evidence), and in
70 relative to 90 (BF10 = 1.42 × 106, extreme evidence), but not when comparing blocks 50 and 70
(BF10 = 1.13, anecdotal evidence). Differences between task conditions are indicated by horizontal
lines. (B) Win–stay and lose–shift rates in musical and monetary reward learning. Win–stay rates
are represented in magenta and lose–shift rates in blue, for both musical (N = 40 participants)
and monetary (N = 40 participants) reward learning. Rates were calculated as the frequency of
repeating (win–stay) or changing (lose–shift) image choices following positive or negative outcomes,
respectively, normalised by total wins and losses for each task. Large dots represent the mean of each
behaviour rate, with SEM bars, and individual data points are displayed to the right to illustrate
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dispersion. Bayesian paired t-test showed moderate evidence for H0 in win–stay behaviour, with
BF10 of 0.20, mean behaviours of 0.72 (monetary) and 0.70 (musical), and standard errors of 0.026
and 0.028. For lose–shift behaviour, anecdotal evidence for H0 was found with BF10 of 0.34, mean
behaviours of 0.61 (musical) and 0.58 (monetary), and a standard error of 0.018 for both. (C) Run
lengths across reward types and contingency blocks. Run lengths for the musical reward learning
task (N = 40 participants) are depicted in green, while red dots represent win rates for monetary
learning (N = 40 participants). Data for each task conditions are illustrated using the mean (large
dot) with SEM bars, with individual data points displayed to the right to showcase dispersion. A
Bayesian repeated measures ANOVA (Run length ~ Block*Modality) unveiled a significant main
effect of the Block factor (p < 0.001) in modulating run lengths. However, the main effect of modality
was not significant (p = 0.728), nor was the Block:Modality interaction (p = 0.889). Post-hoc analyses
(Bayesian t-test, data from both modalities combined) revealed a significantly lower run length in
the 50 contingency block relative to 90 (BF10 = 1.93 × 104, extreme evidence), and in 70 relative to
90 (BF10 = 1.47 × 104, extreme evidence), but not when comparing blocks 50 and 70 (BF10 = 0.15,
moderate evidence for H0). Differences between task conditions are indicated by horizontal lines.

The findings indicate that the nature of the reward—whether monetary or musical—does
lead to similar tendencies in win rates, switch, and run length behaviours, also suggesting
that participants express an equivalent aversion to monetary loss as compared to a dissonant
chorale ending.

3.2. Model-Based Results

To estimate individual learning characteristics and belief trajectories during monetary
and musical reward learning tasks, we used the Hierarchical Gaussian Filter. In each of our
learning tasks, we tested three alternative enhanced Hierarchical Gaussian Filter models
and two reinforcement learning models. The models were compared using random effects
Bayesian model selection [54], revealing that the perceptual 3-level eHGF, coupled with a
response ‘volatility’ model [36], best explained the behavioural data in each condition (see
Figure 2B). By fitting the winning model to the collected data, we characterised individual
participants’ learning using maximum-a-posteriori estimates of the model parameters and
dynamic belief trajectories.

A paired two-sided Bayesian Wilcoxon signed-rank test with five chains of 1000 iterations
data augmentation algorithm was performed to compare each of the six computational parame-
ters separately between the monetary and musical reward learning tasks. This statistical analysis
provided moderate [39] evidence for the null hypothesis for all the computational DVs: ω2, ω3,
σ2, σ3, µ3 and environmental uncertainty (Eun2). The corresponding BF10 values were 0.19, 0.29,
0.17, 0.18, 0.19, and 0.19, respectively (see Figure 5 for computational modelling results).

The results indicate that participants succeeded in learning in a changing environment,
using both monetary and musical rewards. While computational modelling provides
insights into the role of volatility and uncertainty of the environment in the stochasticity
of decisions and in belief updates, no significant differences were observed between the
two reward types. This suggests that the participants’ learning characteristics and belief
trajectories were consistent regardless of whether the reward was monetary or musical,
pointing to a common trajectory of learning and adaptation in our tasks in the face of
environmental uncertainty and volatility.

3.3. Musical Preferences Modulate Belief Updates and Stochasticity in the Musical Reward Task

To address our Hypothesis 2—that lower CDI scores will be associated with greater
environmental volatility estimates (µ3) in the musical reward task but not in the monetary
reward task—we assessed correlations between these variables. First, following the removal
of outliers, we confirmed the normality of the data. The Shapiro–Wilk test yielded p-values
of 0.76 for musical µ3 and 0.54 for CDI scores, suggesting a normal distribution. We
then tested the H0 of zero true linear correlation between these variables using Bayesian
correlation analysis [56]. The correlation between the CDI scores and musical µ3 revealed a
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value BF10 = 2.63. This indicates that the data are approximately 2.63 times more likely to
support H1, and therefore a nonzero correlation between musical µ3 and CDI scores. This BF
was associated with a correlation coefficient of r = −0.347 (p = 0.033). Next, the distribution
of monetary µ3 was also shown to be normal by the Shapiro–Wilk test (p = 0.053). BF
analysis provided anecdotal evidence for no correlation between this variable and CDI
scores, with BF10 = 0.42 (anecdotal evidence for H0; r = −0.099, p = 0.553). Of note, the
correlation between musical and monetary µ3 was not significant, albeit there was some
anecdotal support for this correlation being nonzero (BF10 = 1.64, anecdotal evidence for
H1, r = 0.3, p = 0.063).
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Figure 5. Model-based results. Computational modelling parameter comparisons between monetary
(red) and musical (blue) reward modalities (N = 40 participants, each). The data for each task condition
are represented by the mean (indicated by a large dot) accompanied by SEM bars. Individual
data points are presented to the right to highlight the spread of the data. A paired two-sided
Bayesian Wilcoxon signed-rank test, performed to compare each of the parameters separately between
the reward modalities used in learning tasks, showed moderate evidence for no difference for all
parameter comparisons between two learning conditions. (A) Tonic volatility on level 3, ω3, which
modulates the random walk of estimates on log-volatility, x3, BF10 = 0.29. (B) Uncertainty on level 3,
σ3, BF10 = 0.18. (C) Posterior mean on log-volatility, µ3, BF10 = 0.19. (D) Tonic volatility on level 2,
ω2, which modulates the coupling between levels 2 and 3, and the random walk of states on level 2,
x2, BF10 = 0.19. (E) Informational uncertainty on level 2, σ2, BF10 = 0.17. (F) Eun2, environmental
uncertainty, BF10 = 0.19.

We next assessed whether aversion to a dissonant ending (greater CDI) was associated
with faster learning about the probabilistic contingencies in each condition, as expressed in the
tonic volatility parameter ω2. After outliers were removed, we assessed the normality of the
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data. The Shapiro–Wilk test yielded p-values of 0.057 for musical ω2 and <0.001 for monetary
ω2, suggesting a normal distribution for the former but not for the latter. Accordingly, in
the musical condition, we tested the H0 of zero true linear correlation between ω2 and CDI
scores. The BF analysis provided extreme evidence for a nonzero correlation between these
variables (BF10 = 191.30; r = 0.58, p = 0.0001). In contrast, the Spearman rank correlation
between the monetary ω2 and CDI values was not significant (ρ = −0.15, p = 0.35). In addition,
the correlation between musical and monetary ω2 was not significant (ρ < 0.001, p = 1). The
results of the correlation analysis are illustrated in Figure 6.
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Figure 6. Expectation on volatility as a function of musical preferences. We conducted Bayesian and
frequentist correlation analyses to investigate the relationship between CDI scores and computational
modelling parameters: the posterior mean estimate of environmental volatility, averaged across
trials (µ3), and tonic volatility ω2, modulating update steps on level 2. This analysis was conducted
separately for monetary (green) and musical (pink) condition variables. The samples included
N = 38 participants each, after outlier removal. Each point represents an individual data point: CDI
score (Y-axis) plotted against the corresponding µ3 (ω2) value (X-axis). Bayesian linear correlations
were conducted for variables in (A,B,D). Shapiro–Wilk tests confirmed the normality of the data
distributions in these analyses. In panel C, a non-linear correlation analysis was conducted. The
shaded areas in (A,B,D), represent the 95% confidence interval around the regression line. (A) CDI
score and computational modelling parameter µ3 in the monetary reward task. Anecdotal evidence
for H0 (BF10 = 0.42; r = −0.099, p = 0.553). (B) CDI score and computational modelling parameter µ3

in the musical reward task. The correlation revealed a value BF10 = 2.63, suggesting that the data are
2.63 times more likely to support H1 of nonzero correlation (r = −0.347, p = 0.033). (C) CDI score and
computational modelling parameter ω2 in the monetary reward task. The non-significant Spearman
correlation was observed (ρ = −0.15, p = 0.35). (D) CDI score and tonic volatility ω2 in the musical
reward task. The linear correlation analysis revealed a BF10 = 191.30, suggesting that the data are
191.3 times more likely under H1 of nonzero correlation (extreme evidence; r = 0.577, p < 0.001).
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The results demonstrate that the eHGF model provides two relevant parameters,
estimates of environmental volatility (µ3) and tonic volatility (ω2), that are useful in ex-
plaining the observed behaviour overall, and in the musical task, in particular. In our task
involving musical rewards, these parameters are associated with the ratings of musical
preferences. The correlation results suggest that a relatively higher preference for disso-
nance corresponds to a greater likelihood of responding in a way that deviates from current
beliefs (increased stochasticity or exploratory behaviour). Second, the results indicate
that the parameter modulating learning rates on level 2, ω2, is also associated with the
consonant–dissonant ratings. Specifically, a stronger aversion to dissonance (larger CDI
score) is associated with larger tonic volatility, which, in the eHGF, contributes to larger
belief updates on level 2.

4. Discussion

Monetary incentives, due to their universally understood and quantifiable value, have
frequently been employed in human decision-making paradigms [35,37,57,58]. By contrast,
the abstract and subjective nature of musical pleasure has been largely understudied in
decision-making contexts. In our study, we attempted to compare learning under these
two different types of stimuli. Additionally, using a computational modelling approach,
we identified a distinct signature of musical reward learning associated with participants’
musical preferences.

Using two analogous decision-making protocols, a within-subject design, and the
Hierarchical Gaussian Filter [34,38]—a Bayesian multi-level computational model—we
found evidence for similar learning patterns in both conditions. Our cohort of forty
participants demonstrated consistent learning patterns, and our Bayes factor statistical
analysis [39] provided moderate evidence supporting the equivalence of learning under
both musical and monetary reward conditions. Within musical reward learning, though,
we found evidence of musical preferences being associated with key variables governing
learning behaviour.

On the one hand, the results did not confirm our initial hypothesis postulating more
stochastic decision making and poorer learning with music as a rewarding stimulus com-
pared to learning using monetary incentives. The hypothesis was postulated based on the
evidence for differential brain processes observed between primary appetitive rewards
and higher-order pleasurable stimuli [7–13] and consequently, the different valuation of
these rewards. Yet, all these stimuli, whether appetitive or non-appetitive, can guide our
behaviour in everyday life [6,59]. Monetary reward, acknowledged as the one of the most
universally understood and quantifiable rewarding stimuli in modern human society [15],
was used in our research as a benchmark for learning, allowing us to delineate different
learning behaviours.

On the other hand, when assessing learning within the musical reward task, our
hypotheses were confirmed, revealing a distinct learning signature associated with abstract
musical stimuli. Specifically, consonance-over-dissonance preferences were found to modu-
late learning behaviour. This modulation was reflected in the association between more
deterministic decisions and greater tonic volatility ω2 (contributing to larger steps updating
level 2) in individuals with a more pronounced consonance preference. Thus, even though
we did not observe differences in learning between monetary and musical rewards, our
analysis determined that musical preferences could influence learning behaviour under
abstract rewards.

The consistency in learning using different rewarding stimuli aligns with broader
cognitive neuroscience theories that underscore the human brain’s adaptability and flexibil-
ity. The human brain is understood to possess a dynamic capacity to adjust its functional
connectivity patterns in response to diverse tasks and stimuli [60]. In relation to our study,
the similar learning outcomes observed under musical and monetary reward conditions
might be indicative of this neural adaptability. The brain’s capacity to modulate its learning
strategies, irrespective of the reward’s nature, suggests an inherent ability to optimise



Behav. Sci. 2024, 14, 124 20 of 23

behaviour based on the perceived value of different stimuli. This is consistent with the
concept of ‘compositional coding’, where the brain might systematically associate con-
nectivity patterns with task components, facilitating adaptive task control [60]. On the
other hand, our findings provide insight into how subjective musical pleasure modulates
learning behaviour. Specifically, a higher preference for consonance over dissonance in
music leads to faster learning and less stochastic decision-making behaviour. These results
suggest that participants, more intrinsically motivated by consonance preferences, learn
faster. We speculate that this aspect of behaviour may be associated with the neural pro-
cesses processing perceived value or salience of a reward [61], rather than distinguishing
between its tangible and abstract attributes. Thus, musical preferences explain some of the
variance in learning behaviour under abstract rewards. However, the absence of observed
differences between rewards indicates that such variance also exists in the monetary reward
task, but is not captured by musical preferences and is influenced by other factors. These
could include a lower need for money among some participants, or fatigue, among others.
Yet, the similar learning outcomes in both tasks suggest that intrinsic stimuli can be as
motivating as extrinsic monetary ones.

Reflecting on our results, it is essential to acknowledge some limitations that might
have influenced our findings. The controlled laboratory environment in which participants
made their choices could potentially introduce an implicit bias. Specifically, participants
may have been influenced by the experimental setting, leading them to select what they
believed to be the ‘expected’ choice, particularly when faced with decisions between
consonant and dissonant musical endings. This could explain why they may have chosen
the consonant ending more often than they might have done in a naturalistic setting without
supervision. Moreover, although our sample size of forty participants is adequate to assess
differences in the computations underlying decision making in similar tasks [37,55], it might
not capture the full range of variability present in the wider population when completing
the musical and monetary reward tasks in a within-subject design. Nevertheless, the
consistency of our findings, supported by robust Bayes factor analysis, gives weight to our
conclusions considering these constraints.

Future investigations could employ advanced neuroimaging techniques to probe
further into the neural mechanisms underpinning musical reward processing. Functional
magnetic resonance imaging (fMRI) could be utilised to examine the blood-oxygen-level-
dependent responses in the NAc and other core reward regions during musical reward
tasks. Comparing these responses with those elicited by monetary rewards would provide
insights into the similarities and differences in neural activation patterns for these two
reward types. Additionally, magnetoencephalography or electroencephalography could
be employed to study the oscillatory dynamics and connectivity patterns between regions
involved in reward processing. Specifically, examining the phase synchronisation or
coherence between the NAc and other cortical and subcortical regions during musical and
monetary reward tasks could shed light on the temporal dynamics of neural networks
involved in reward-based decision making. Such detailed neuroimaging analyses would
not only enhance our understanding of the neural basis of musical reward processing but
also provide a comparative framework for understanding how the brain processes different
types of rewards. Additionally, while our study focused on the effects of consonant and
dissonant Bach chorale endings, it might be worthwhile to explore how different musical
elements, such as rhythm or melody, influence decision making. This would allow for a
more comprehensive understanding of the role of music in reward-based learning.

In summary, our findings contribute to the understanding of reward-based learning
processes, demonstrating that humans can adapt to learning from diverse types of rewards.
Our findings suggest a degree of consistency in learning patterns across monetary and
musical stimuli, thereby challenging existing assumptions within the domain of decision-
making research. Notably, the study highlights the distinctive role of musical preferences
in shaping learning behaviour, indicating a potential influence of intrinsic motivation on
cognitive processes. However, it is imperative to acknowledge the constraints of the experi-
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mental conditions and their potential impact on participant responses. This consideration
underlines the necessity for further research, ideally employing neuroimaging methods.
Such future work would be central to dissociate the neural processes underlying learning
from different reward types, thereby enhancing our understanding of how varying types
of rewards influence cognitive and behavioural adaptations.

Author Contributions: Conceptualisation, G.K. and M.H.R.; Data curation, G.K. and M.H.R.; Formal
analysis, G.K. and M.H.R.; Funding acquisition, M.H.R. and A.S.; Investigation, G.K. and M.I.;
Methodology, G.K. and M.H.R.; Project administration, G.K. and M.H.R.; Resources, A.S.; Software,
G.K. and M.H.R.; Supervision, M.H.R.; Validation, G.K. and M.H.R.; Visualisation, G.K. and M.H.R.;
Writing—original draft, G.K., M.I. and M.H.R.; Writing—review and editing, G.K., M.H.R., M.I. and
A.S. All authors have read and agreed to the published version of the manuscript.

Funding: This study was supported by the RSF, project 22-18-00660.

Institutional Review Board Statement: This protocol was written and conducted in accordance with the
Declaration of Helsinki and was approved by the Institutional Review Board of National Research University
Higher School of Economics (protocol from the 7th of September 2022; ethical approval code: 14).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Schultz, W.; Dayan, P.; Montague, P.R. A Neural Substrate of Prediction and Reward. Science 1997, 275, 1593–1599. [CrossRef]

[PubMed]
2. Schultz, W.; Dickinson, A. Neuronal Coding of Prediction Errors. Annu. Rev. Neurosci. 2000, 23, 473–500. [CrossRef]
3. Green, L.; Myerson, J. A Discounting Framework for Choice with Delayed and Probabilistic Rewards. Psychol. Bull. 2004, 130,

769–792. [CrossRef] [PubMed]
4. Hollerman, J.R.; Schultz, W. Dopamine Neurons Report an Error in the Temporal Prediction of Reward during Learning. Nat.

Neurosci. 1998, 1, 304–309. [CrossRef] [PubMed]
5. Lak, A.; Stauffer, W.R.; Schultz, W. Dopamine Prediction Error Responses Integrate Subjective Value from Different Reward

Dimensions. Proc. Natl. Acad. Sci. USA 2014, 111, 2343–2348. [CrossRef] [PubMed]
6. Beugré, C. The Neural Basis of Motivation and Rewards. Neurosci. Organ. Behav. 2018, 73–90. [CrossRef]
7. Sescousse, G.; Caldú, X.; Segura, B.; Dreher, J.C. Processing of Primary and Secondary Rewards: A Quantitative Meta-Analysis

and Review of Human Functional Neuroimaging Studies. Neurosci. Biobehav. Rev. 2013, 37, 681–696. [CrossRef] [PubMed]
8. Arsalidou, M.; Vijayarajah, S.; Sharaev, M. Basal Ganglia Lateralization in Different Types of Reward. Brain Imaging Behav. 2020,

14, 2618–2646. [CrossRef]
9. Jones, R.M.; Somerville, L.H.; Li, J.; Ruberry, E.J.; Libby, V.; Glover, G.; Voss, H.U.; Ballon, D.J.; Casey, B.J. Behavioral and Neural

Properties of Social Reinforcement Learning. J. Neurosci. 2011, 31, 13039–13045. [CrossRef]
10. Wassiliwizky, E.; Koelsch, S.; Wagner, V.; Jacobsen, T.; Menninghaus, W. The Emotional Power of Poetry: Neural Circuitry,

Psychophysiology and Compositional Principles. Soc. Cogn. Affect. Neurosci. 2017, 12, 1229–1240. [CrossRef]
11. Franklin, R.G.; Adams, R.B. The Reward of a Good Joke: Neural Correlates of Viewing Dynamic Displays of Stand-up Comedy.

Cogn. Affect. Behav. Neurosci. 2011, 11, 508–515. [CrossRef]
12. Blood, A.J.; Zatorre, R.J.; Bermudez, P.; Evans, A.C. Emotional Responses to Pleasant and Unpleasant Music Correlate with

Activity in Paralimbic Brain Regions. Nat. Neurosci. 1999, 2, 382–387. [CrossRef] [PubMed]
13. Koelsch, S. Brain Correlates of Music-Evoked Emotions. Nat. Rev. Neurosci. 2014, 15, 170–180. [CrossRef] [PubMed]
14. Isoda, M. Socially Relative Reward Valuation in the Primate Brain. Curr. Opin. Neurobiol. 2021, 68, 15–22. [CrossRef] [PubMed]
15. Veselic, S.; Smid, C.R.; Steinbeis, N. Developmental Changes in Reward Processing Are Reward Specific. Preprint. PsyArXive

Preprints 2021. Available online: https://osf.io/preprints/psyarxiv/fzk9t (accessed on 5 September 2022). [CrossRef]
16. Yang, X.; Liu, X.; Zeng, Y.; Wu, R.; Zhao, W.; Xin, F.; Yao, S.; Kendrick, K.M.; Ebstein, R.P.; Becker, B. Secondary Rewards Acquire

Enhanced Incentive Motivation via Increasing Anticipatory Activity of the Lateral Orbitofrontal Cortex. Brain Struct. Funct. 2021,
226, 2339–2355. [CrossRef] [PubMed]

17. Mathar, D.; Wiebe, A.; Tuzsus, D.; Knauth, K.; Peters, J. Erotic Cue Exposure Increases Physiological Arousal, Biases Choices
toward Immediate Rewards, and Attenuates Model-based Reinforcement Learning. Psychophysiology 2023, 60, e14381. [CrossRef]
[PubMed]

18. Mason, L.; Eldar, E.; Rutledge, R.B. Mood Instability and Reward Dysregulation—A Neurocomputational Model of Bipolar
Disorder. JAMA Psychiatry 2017, 74, 1275. [CrossRef] [PubMed]

https://doi.org/10.1126/science.275.5306.1593
https://www.ncbi.nlm.nih.gov/pubmed/9054347
https://doi.org/10.1146/annurev.neuro.23.1.473
https://doi.org/10.1037/0033-2909.130.5.769
https://www.ncbi.nlm.nih.gov/pubmed/15367080
https://doi.org/10.1038/1124
https://www.ncbi.nlm.nih.gov/pubmed/10195164
https://doi.org/10.1073/pnas.1321596111
https://www.ncbi.nlm.nih.gov/pubmed/24453218
https://doi.org/10.4337/9781783475544.00012
https://doi.org/10.1016/j.neubiorev.2013.02.002
https://www.ncbi.nlm.nih.gov/pubmed/23415703
https://doi.org/10.1007/s11682-019-00215-3
https://doi.org/10.1523/JNEUROSCI.2972-11.2011
https://doi.org/10.1093/scan/nsx069
https://doi.org/10.3758/s13415-011-0049-7
https://doi.org/10.1038/7299
https://www.ncbi.nlm.nih.gov/pubmed/10204547
https://doi.org/10.1038/nrn3666
https://www.ncbi.nlm.nih.gov/pubmed/24552785
https://doi.org/10.1016/j.conb.2020.11.008
https://www.ncbi.nlm.nih.gov/pubmed/33307380
https://osf.io/preprints/psyarxiv/fzk9t
https://doi.org/10.31234/OSF.IO/FZK9T
https://doi.org/10.1007/s00429-021-02333-5
https://www.ncbi.nlm.nih.gov/pubmed/34254166
https://doi.org/10.1111/psyp.14381
https://www.ncbi.nlm.nih.gov/pubmed/37435973
https://doi.org/10.1001/jamapsychiatry.2017.3163
https://www.ncbi.nlm.nih.gov/pubmed/29049438


Behav. Sci. 2024, 14, 124 22 of 23

19. Arensburg, B.; Tillier, A.M.; Vandermeersch, B.; Duday, H.; Schepartz, L.A.; Rak, Y. A Middle Palaeolithic Human Hyoid Bone.
Nature 1989, 338, 758–760. [CrossRef] [PubMed]

20. Conard, N.J.; Malina, M.; Münzel, S.C. New Flutes Document the Earliest Musical Tradition in Southwestern Germany. Nature
2009, 460, 737–740. [CrossRef]

21. Higham, T.; Basell, L.; Jacobi, R.; Wood, R.; Ramsey, C.B.; Conard, N.J. Testing Models for the Beginnings of the Aurignacian
and the Advent of Figurative Art and Music: The Radiocarbon Chronology of Geißenklösterle. J. Hum. Evol. 2012, 62, 664–676.
[CrossRef]

22. Fishman, Y.I.; Volkov, I.O.; Noh, M.D.; Garell, P.C.; Bakken, H.; Arezzo, J.C.; Howard, M.A.; Steinschneider, M. Consonance
and Dissonance of Musical Chords: Neural Correlates in Auditory Cortex of Monkeys and Humans. J. Neurophysiol. 2001, 86,
2761–2788. [CrossRef] [PubMed]

23. Chiandetti, C.; Vallortigara, G. Chicks like Consonant Music. Psychol. Sci. 2011, 22, 1270–1273. [CrossRef] [PubMed]
24. Jentschke, S.; Friederici, A.D.; Koelsch, S. Neural Correlates of Music-Syntactic Processing in Two-Year Old Children. Dev. Cogn.

Neurosci. 2014, 9, 200–208. [CrossRef] [PubMed]
25. Lahdelma, I.; Eerola, T. Cultural Familiarity and Musical Expertise Impact the Pleasantness of Consonance/Dissonance but Not

Its Perceived Tension. Sci. Rep. 2020, 10, 8693. [CrossRef] [PubMed]
26. Midya, V.; Valla, J.; Balasubramanian, H.; Mathur, A.; Singh, N.C. Cultural Differences in the Use of Acoustic Cues for Musical

Emotion Experience. PLoS ONE 2019, 14, e0222380. [CrossRef] [PubMed]
27. Lahdelma, I.; Eerola, T.; Armitage, J. Is Harmonicity a Misnomer for Cultural Familiarity in Consonance Preferences? Front.

Psychol. 2022, 13, 802385. [CrossRef] [PubMed]
28. Virtala, P.; Tervaniemi, M. Neurocognition of Major-Minor and Consonance-Dissonance. Music. Percept. 2017, 34, 387–404.

[CrossRef]
29. Greenberg, D.M.; Wride, S.J.; Snowden, D.A.; Spathis, D.; Potter, J.; Rentfrow, P.J. Universals and Variations in Musical Preferences:

A Study of Preferential Reactions to Western Music in 53 Countries. J. Pers. Soc. Psychol. 2022, 122, 286–309. [CrossRef]
30. Gold, B.P.; Mas-Herrero, E.; Zeighami, Y.; Benovoy, M.; Dagher, A.; Zatorre, R.J. Musical Reward Prediction Errors Engage the

Nucleus Accumbens and Motivate Learning. Proc. Natl. Acad. Sci. USA 2019, 116, 3310–3315. [CrossRef]
31. Beron, C.C.; Neufeld, S.Q.; Linderman, S.W.; Sabatini, B.L. Mice Exhibit Stochastic and Efficient Action Switching during

Probabilistic Decision Making. Proc. Natl. Acad. Sci. USA 2022, 119, e2113961119. [CrossRef]
32. Noonan, M.P.; Chau, B.K.H.; Rushworth, M.F.S.; Fellows, L.K. Contrasting Effects of Medial and Lateral Orbitofrontal Cortex

Lesions on Credit Assignment and Decision-Making in Humans. J. Neurosci. 2017, 37, 7023–7035. [CrossRef] [PubMed]
33. Barto, A.G.; Sutton, R.S. Introduction to Reinforcement Learning; MIT Press: Cambridge, UK, 1998; Volume 125.
34. Mathys, C.D.; Lomakina, E.I.; Daunizeau, J.; Iglesias, S.; Brodersen, K.H.; Friston, K.J.; Stephan, K.E. Uncertainty in Perception

and the Hierarchical Gaussian Filter. Front. Hum. Neurosci. 2014, 8, 825. [CrossRef] [PubMed]
35. Gläscher, J.; Daw, N.; Dayan, P.; O’Doherty, J.P. States versus Rewards: Dissociable Neural Prediction Error Signals Underlying

Model-Based and Model-Free Reinforcement Learning. Neuron 2010, 66, 585–595. [CrossRef] [PubMed]
36. Diaconescu, A.O.; Mathys, C.; Weber, L.A.E.; Kasper, L.; Mauer, J.; Stephan, K.E. Hierarchical Prediction Errors in Midbrain and

Septum during Social Learning. Soc. Cogn. Affect. Neurosci. 2017, 12, 618–634. [CrossRef] [PubMed]
37. Hein, T.P.; de Fockert, J.; Ruiz, M.H. State Anxiety Biases Estimates of Uncertainty and Impairs Reward Learning in Volatile

Environments. Neuroimage 2021, 224, 117424. [CrossRef] [PubMed]
38. Mathys, C.; Daunizeau, J.; Friston, K.J.; Stephan, K.E. A Bayesian Foundation for Individual Learning under Uncertainty. Front.

Hum. Neurosci. 2011, 5, 9. [CrossRef] [PubMed]
39. Wetzels, R.; Wagenmakers, E.J. A Default Bayesian Hypothesis Test for Correlations and Partial Correlations. Psychon. Bull. Rev.

2012, 19, 1057–1064. [CrossRef]
40. Peirce, J.; Gray, J.R.; Simpson, S.; MacAskill, M.; Höchenberger, R.; Sogo, H.; Kastman, E.; Lindeløv, J.K. PsychoPy2: Experiments

in Behavior Made Easy. Behav. Res. Methods 2019, 51, 195–203. [CrossRef]
41. Grogan, J.P.; Tsivos, D.; Smith, L.; Knight, B.E.; Bogacz, R.; Whone, A.; Coulthard, E.J. Effects of Dopamine on Reinforcement

Learning and Consolidation in Parkinson’s Disease. eLife 2017, 6, 26801. [CrossRef]
42. Lehner, R.; Balsters, J.H.; Herger, A.; Hare, T.A.; Wenderoth, N. Monetary, Food, and Social Rewards Induce Similar Pavlovian-to-

Instrumental Transfer Effects. Front. Behav. Neurosci. 2017, 10, 237682. [CrossRef]
43. Rouder, J.N.; Morey, R.D.; Speckman, P.L.; Province, J.M. Default Bayes Factors for ANOVA Designs. J. Math. Psychol. 2012, 56,

356–374. [CrossRef]
44. Jeffreys, H. Theory of Probability, 3rd ed.; Oxford University Press: New York, NY, USA, 1961.
45. Bayarri, M.J.; García-Donato, G. Extending Conventional Priors for Testing General Hypotheses in Linear Models. Biometrika

2007, 94, 135–152. [CrossRef]
46. Iglesias, S.; Mathys, C.; Brodersen, K.H.; Kasper, L.; Piccirelli, M.; den Ouden, H.E.M.; Stephan, K.E. Hierarchical Prediction

Errors in Midbrain and Basal Forebrain during Sensory Learning. Neuron 2013, 80, 519–530. [CrossRef] [PubMed]
47. Diaconescu, A.O.; Mathys, C.; Weber, L.A.E.; Daunizeau, J.; Kasper, L.; Lomakina, E.I.; Fehr, E.; Stephan, K.E. Inferring on the

Intentions of Others by Hierarchical Bayesian Learning. PLoS Comput. Biol. 2014, 10, e1003810. [CrossRef] [PubMed]
48. De Berker, A.O.; Rutledge, R.B.; Mathys, C.; Marshall, L.; Cross, G.F.; Dolan, R.J.; Bestmann, S. Computations of Uncertainty

Mediate Acute Stress Responses in Humans. Nat. Commun. 2016, 7, 1–11. [CrossRef] [PubMed]

https://doi.org/10.1038/338758a0
https://www.ncbi.nlm.nih.gov/pubmed/2716823
https://doi.org/10.1038/nature08169
https://doi.org/10.1016/j.jhevol.2012.03.003
https://doi.org/10.1152/jn.2001.86.6.2761
https://www.ncbi.nlm.nih.gov/pubmed/11731536
https://doi.org/10.1177/0956797611418244
https://www.ncbi.nlm.nih.gov/pubmed/21934134
https://doi.org/10.1016/j.dcn.2014.04.005
https://www.ncbi.nlm.nih.gov/pubmed/24907450
https://doi.org/10.1038/s41598-020-65615-8
https://www.ncbi.nlm.nih.gov/pubmed/32457382
https://doi.org/10.1371/journal.pone.0222380
https://www.ncbi.nlm.nih.gov/pubmed/31518379
https://doi.org/10.3389/fpsyg.2022.802385
https://www.ncbi.nlm.nih.gov/pubmed/35153957
https://doi.org/10.1525/mp.2017.34.4.387
https://doi.org/10.1037/pspp0000397
https://doi.org/10.1073/pnas.1809855116
https://doi.org/10.1073/pnas.2113961119
https://doi.org/10.1523/JNEUROSCI.0692-17.2017
https://www.ncbi.nlm.nih.gov/pubmed/28630257
https://doi.org/10.3389/fnhum.2014.00825
https://www.ncbi.nlm.nih.gov/pubmed/25477800
https://doi.org/10.1016/j.neuron.2010.04.016
https://www.ncbi.nlm.nih.gov/pubmed/20510862
https://doi.org/10.1093/scan/nsw171
https://www.ncbi.nlm.nih.gov/pubmed/28119508
https://doi.org/10.1016/j.neuroimage.2020.117424
https://www.ncbi.nlm.nih.gov/pubmed/33035670
https://doi.org/10.3389/fnhum.2011.00039
https://www.ncbi.nlm.nih.gov/pubmed/21629826
https://doi.org/10.3758/s13423-012-0295-x
https://doi.org/10.3758/s13428-018-01193-y
https://doi.org/10.7554/eLife.26801
https://doi.org/10.3389/fnbeh.2016.00247
https://doi.org/10.1016/j.jmp.2012.08.001
https://doi.org/10.1093/biomet/asm014
https://doi.org/10.1016/j.neuron.2013.09.009
https://www.ncbi.nlm.nih.gov/pubmed/24139048
https://doi.org/10.1371/journal.pcbi.1003810
https://www.ncbi.nlm.nih.gov/pubmed/25187943
https://doi.org/10.1038/ncomms10996
https://www.ncbi.nlm.nih.gov/pubmed/27020312


Behav. Sci. 2024, 14, 124 23 of 23

49. Hein, T.P.; Herrojo Ruiz, M. State Anxiety Alters the Neural Oscillatory Correlates of Predictions and Prediction Errors during
Reward-Based Learning. Neuroimage 2022, 249, 118895. [CrossRef] [PubMed]

50. Daunizeau, J.; den Ouden, H.E.M.; Pessiglione, M.; Kiebel, S.J.; Stephan, K.E.; Friston, K.J. Observing the Observer (I): Meta-
Bayesian Models of Learning and Decision-Making. PLoS ONE 2010, 5, e15554. [CrossRef]

51. Recorla, R.A.; Wagner, A.R. A Theory of Pavlovian Conditioning: Variations in the Effectiveness of Reinforcement and Non-
Reinforcement. Class. Cond. Curr. Res. Theory 1972, 2, 64–69.

52. Sutton, R.S. Gain Adaptation Beats Least Squares? In Proceedings of the Seventh Yale Workshop on Adaptive and Learning
Systems, Waltham, MA, USA, 20–22 May 1992; pp. 161–166.

53. Soch, J.; Allefeld, C. MACS—A New SPM Toolbox for Model Assessment, Comparison and Selection. J. Neurosci. Methods 2018,
306, 19–31. [CrossRef]

54. Stephan, K.E.; Penny, W.D.; Daunizeau, J.; Moran, R.J.; Friston, K.J. Bayesian Model Selection for Group Studies. Neuroimage 2009,
46, 1004–1017. [CrossRef]

55. Hein, T.P.; Gong, Z.; Ivanova, M.; Fedele, T.; Nikulin, V.; Herrojo Ruiz, M. Anterior Cingulate and Medial Prefrontal Cortex
Oscillations Underlie Learning Alterations in Trait Anxiety in Humans. Commun. Biol. 2023, 6, 271. [CrossRef]

56. Ly, A.; Verhagen, J.; Wagenmakers, E.-J. Harold Jeffreys’s Default Bayes Factor Hypothesis Tests: Explanation, Extension, and
Application in Psychology. J. Math. Psychol. 2016, 72, 19–32. [CrossRef]

57. Balleine, B.W.; Delgado, M.R.; Hikosaka, O. The Role of the Dorsal Striatum in Reward and Decision-Making. J. Neurosci. 2007, 27,
8161–8165. [CrossRef] [PubMed]

58. Berridge, K.C.; Kringelbach, M.L. Affective Neuroscience of Pleasure: Reward in Humans and Animals. Psychopharmacology 2008,
199, 457–480. [CrossRef] [PubMed]

59. Hampton, A.N.; Bossaerts, P.; O’Doherty, J.P. The Role of the Ventromedial Prefrontal Cortex in Abstract State-Based Inference
during Decision Making in Humans. J. Neurosci. 2006, 26, 8360–8367. [CrossRef] [PubMed]

60. Cole, M.W.; Reynolds, J.R.; Power, J.D.; Repovs, G.; Anticevic, A.; Braver, T.S. Multi-Task Connectivity Reveals Flexible Hubs for
Adaptive Task Control. Nat. Neurosci. 2013, 16, 1348–1355. [CrossRef] [PubMed]

61. Peters, S.K.; Dunlop, K.; Downar, J. Cortico-Striatal-Thalamic Loop Circuits of the Salience Network: A Central Pathway in
Psychiatric Disease and Treatment. Front. Syst. Neurosci. 2016, 10, 242701. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.neuroimage.2022.118895
https://www.ncbi.nlm.nih.gov/pubmed/35017125
https://doi.org/10.1371/journal.pone.0015554
https://doi.org/10.1016/j.jneumeth.2018.05.017
https://doi.org/10.1016/j.neuroimage.2009.03.025
https://doi.org/10.1038/s42003-023-04628-1
https://doi.org/10.1016/j.jmp.2015.06.004
https://doi.org/10.1523/JNEUROSCI.1554-07.2007
https://www.ncbi.nlm.nih.gov/pubmed/17670959
https://doi.org/10.1007/s00213-008-1099-6
https://www.ncbi.nlm.nih.gov/pubmed/18311558
https://doi.org/10.1523/JNEUROSCI.1010-06.2006
https://www.ncbi.nlm.nih.gov/pubmed/16899731
https://doi.org/10.1038/nn.3470
https://www.ncbi.nlm.nih.gov/pubmed/23892552
https://doi.org/10.3389/fnsys.2016.00104
https://www.ncbi.nlm.nih.gov/pubmed/28082874

	Introduction 
	Methods 
	Participants 
	Stimuli 
	Experimental Design 
	General Decision-Making Performance 
	Modelling Decision-Making Behaviour with the Hierarchical Gaussian Filter (HGF) 
	Assessing Learning in the Musical Reward Task as a Function of Musical Preferences 

	Results 
	Similar Decision-Making Behaviour When Learning from Musical and Monetary Reward 
	Model-Based Results 
	Musical Preferences Modulate Belief Updates and Stochasticity in the Musical Reward Task 

	Discussion 
	References

