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Featured Application: The proposed intelligent medical system is applicable for a medical
diagnostic system, especially for diagnosis of renal cancer.

Abstract: Renal cancer is a serious and common type of cancer affecting old ages. The growth of
such type of cancer can be stopped by detecting it before it reaches advanced or end-stage. Hence,
renal cancer must be identified and diagnosed in the initial stages. In this research paper, an intelligent
medical diagnostic system to diagnose renal cancer is developed by using fuzzy and neuro-fuzzy
techniques. Essentially, for a fuzzy inference system, two layers are used. The first layer gives the
output about whether the patient is having renal cancer or not. Similarly, the second layer detects
the current stage of suffering patients. While in the development of a medical diagnostic system
by using a neuro-fuzzy technique, the Gaussian membership functions are used for all the input
variables considered for the diagnosis. In this paper, the comparison between the performance of
developed systems has been done by taking some suitable parameters. The results obtained from this
comparison study show that the intelligent medical system developed by using a neuro-fuzzy model
gives the more precise and accurate results than existing systems.
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1. Introduction

Renal cancer occurs when the cells in the kidney grow even if the body does not need that growth
of cells [1]. These cells that are abnormal will form a mass and this is known as a tumor [2]. If these
lumps are in a body for a long time period, then it can affect neighbor organs or areas and can expand
or spread to other parts of that particular body. This cancer of renal is called renal cell cancer [3,4].
Adults are often suffering from this cancer [5]. As the kidney is the main organ of the body to filter the
body’s blood and to excrete the waste material in the body, it is very crucial to diagnose renal cancer at
the right time [6]. There is no sign or symptoms to detect this cancer at early stages [7]. Additionally,
there is no test available in the medical that detects it without any sign.

The main reason for this cancer is smoking [8]. Hence, it is observed that men have more risk of
renal cancer than women [9,10]. It can occur due to hereditary or genetic symptoms [11]. According
to the observations, 3 to 5 percent of patients fight with renal cancer due to their family background.
There are 12 different genes that cause cancer in the kidney due to inheritance [12]. This cancer may
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also re-occur after a number of years has passed after diagnosis [12]. Therefore, it is essential to take
care of a patient of renal cancer even after diagnosis and treatment. Regular check-ups should be there
so that the risk of re-occurrence of renal cancer will be decreased.

There are a number of techniques used for the detection and diagnosis of renal cancer.
The often-used technique by researchers is image processing [13,14]. Various image processing
techniques have been applied on the image of the kidney to identify the biomarkers and stage of renal
cancer [15]. The classification has been done according to the features extracted from the acquired
picture of the kidney of a particular patient [16,17]. There are also many tools developed by researchers
to identify and monitor the growth of a tumor [17,18].

The input variables that help medical intelligent system to diagnose the renal cancer [1] are
as follows:

• Haematuria
• Red blood cell count
• Flank pain
• Tumor size
• Von Hippel-Lindau syndrome
• High blood pressure
• Trichloroethylene exposure

1.1. Artificial Neural Network

The artificial neural network is a model which is trained to do a particular task as the brain of the
human can do. It is essentially a simulation of the human brain. It can do various tasks or operations
in a distributed and parallel manner. The neuron in this network helps to complete complex and
sophisticated jobs in less time. There are many types of neural networks that are used to resolve any
problems. The main applications of an artificial neural network are in the medical field, agriculture
and many more domains [19].

The flow of doing work by the neural network is the input given to the neurons of an input layer.
These inputs are combined with the weights given to every link between the input layer to the next
layer. There is an external force fed to the network, known as bias. All the inputs, weights and given
bias are summed up with each other by the function known as summation function. An activation
function is also used which gives the final output generated by the neural network [20]. The basic
model of the artificial neural network is illustrated in Figure 1.
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1.2. Fuzzy Inference System

The fuzzy inference system deals with imprecise and fuzzy data. It calculates the output by using
fuzzy logic. Fuzzy logic will return output between the range of 0 to 1 [21]. Principally, it is used in the
development of expert systems for classification and makes the decision on it as the human brain does.
The decision depends on the rules stored in the knowledge base of the inference system. The rules are
in the IF-THEN manner [22].

There are four main elements used in the fuzzy inference system. These elements are given below:

• Fuzzifier: It transforms given inputs into fuzzy values.
• Fuzzy Knowledge Base: Facts and rules are stored into the knowledge base
• Inference Engine: It maps the rules corresponding to fed inputs and gives results.
• Defuzzifier: It transforms the result of the inference engine into crisp values.

These elements are combined with each other, as elaborated in Figure 2.
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1.3. Adaptive Neuro-Fuzzy Inference System (ANFIS)

An adaptive neuro-fuzzy inference system is a type of neural network which is based on the
fuzzy inference system [23]. The Sugeno fuzzy inference system is used in ANFIS [2]. It is basically
used in the identification of parameters. It is a hybrid system that combines the back propagation
and LMS method to calculate the error [24]. This system merges the capabilities of a neural network
with fuzzy logic to solve the problems [25,26]. It automatically generates rules and linguistic values of
membership function during the training phase. The rules are constructed in the form of IF-THEN.
The synaptic weights are not used in this system. The error is calculated by doing the differences
between the target value and the observed value from the trained system. The developed ANFIS is able
to give accurate results for unseen data also. This is evaluated in the testing phase of the developed
system. This leads to better performance of the system as compared to other systems. There are five
layers in the ANFIS [16]. These layers are as follows:

• Fuzzification Layer
• Rule Layer
• Normalization Layer or membership function layer
• Defuzzification Layer
• Summation Layer.

The structure of an adaptive neuro-fuzzy inference system is given in Figure 3.
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The five layers of the adaptive neuro-fuzzy inference system have been described below.
Layer 1: In the first layer of ANFIS, each node adjusts a function parameter. The value of

membership function is put forward as the output by each node of this layer as mentioned below:

O1,i = uAi(x), where i = 1, 2O1,i = uBi−2(x), where i = 3, 4

where uAi and uBi−2 = degree of membership function for Ai and Bi, and here, Ai and Bi are fuzzy sets.
Layer 2: The nodes present in this layer are fixed. These nodes represent the firing strength of

each rule. The outcome for this layer is the multiplication of signals coming into the node and carry
out to the next node as follows:

O2,i = wi = µAi(x) × µBi(y), where i = 1, 2

where wi = firing strength of each rule.
Layer 3: In layer 3, the nodes present in it are also fixed. The output of this layer is calculated by

dividing the firing strength of ith rule by the total sum of firing strength of all rules. The output of this
layer is known as the normalized firing strength.

O3,i = wi =
wi∑
i wi

Layer 4: The nodes present in the layer 4 are adaptive nodes to an outcome. The node function
for this later is defined as follows:

O4,1 = wi fi = wi(pix + qiy + ri)

where wi = Normalized firing strength calculated at layer 3 and (pix + qiy + ri) = parameters in
the nodes.

Layer 5: This is the last layer of ANFIS and has only one fixed node. The output of this layer can be
calculated by taking the summation of all the incoming signals from the previous node. The outcome
of this layer is the final output of the system.

O5,i =
∑

i
wi fi =

∑
i wi fi∑
i wi

2. Dataset and Method for Fuzzy Inference System

Figure 4 depicts the methodology that is used in the proposed multi-layered system for the
recognition of renal cancer.
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Figure 4. Methodology of the proposed multi-layered inference system.

MATLAB software is used for the development of this proposed system by using the Mamdani
fuzzy model of fuzzy logic. The inputs used for the first layer are smoking, dialysis, occupational
exposure (OE), genetic or hereditary (GOR). Similarly, for the second layer, the used inputs are blood
in urine, red blood cell count, flank pain, tumor size, Von Hippel-Lindau gene, high blood pressure,
and trichloroethylene exposure.

Tables 1–3 show the values used for the input variables at layer 1, at layer 2 and for the output
variables, respectively.
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Table 1. Input variables used in layer 1 of the proposed system.

SNo Input Parameters Ranges Semantic Sign

1 Smoking
<4.3 Acute

[0.2, 9] Moderate
>5.8 Chronic

2 Dialysis <4.5 No
>1.9 Yes

3 OE
<4.5 Little Bit
>1.9 Excessive

4 GOH
<4.4 Low

[0.5, 9.2] Moderate
>5.8 High

Table 2. Input variables used in layer 2 of the proposed system.

SNo Input Parameters Ranges Semantic Sign

1. <27 1+
[10, 50] 2+
[15, 85] 3+

>55 4+

2. RBCC <0.45 Low
[0.05, 0.95] Normal

>0.58 High

3. FP <0.48 Low
[0.05, 0.95] Medium

>0.52 High

4. TS <7.2 Smaller
>4.5 Larger

5. VHLG <0.51 No
>0.17 Yes

6. HBP <96 Normal
>76 High

7. TCEE <5.5 Low
[1.6, 9.3] Moderate

>6.2 High

Table 3. Output variables.

SNo Output
Variables Semantic Sign

1. Layer 1 Renal Cancer Cancer Present
No Cancer

2. Layer 2 Cancer Stage Minor
Moderate

Serious
Critical

Tables 4–6 show various statistical parameters, such as mean, standard deviation and frequency of
the input variables of layer 1, input variables of layer 2 and output variables of both layers, respectively.



Appl. Sci. 2020, 10, 3464 7 of 20

Table 4. Parameter of layer 1.

SNo Input Variables Linguistic
Variables Mean Standard

Deviation (σ) Frequency (f)

1. Smoking Acute 2.43 1.07 115
Moderate 4.88 0.60 67
Chronic 7.44 1.28 18

2. Dialysis No 2.17 1.02 144
Yes 7.40 1.41 56

3. Occupational Exposure Little Bit 2.58 1.22 147
Excessive 7.56 1.50 53

4. Genetic or hereditary Low 2.45 1.36 102
Moderate 5.19 0.50 44

High 8.33 0.78 54

Table 5. Parameters of Layer 2.

SNo Input Variables Linguistic
Variables Mean Standard

Deviation (σ) Frequency (f)

1. Haematuria 1+ 12 6.81 65
2+ 41.70 6.15 72
3+ 64.17 10.26 38
4+ 137.53 59.17 25

2. Red blood cell count Low 0.25 0.07 81
Normal 0.45 0.07 64

High 0.65 0.13 55

3. Flank Pain Low 0.22 0.07 96
Medium 0.40 0.09 89

High 0.76 0.08 15

4. Tumor Size Smaller 5.50 1.57 162
Larger 8.24 0.71 38

5. Von Hippel-Lindau
syndrome No 0.30 0.05 147

Yes 0.60 0.12 53

6. High Blood Pressure Normal 73.34 4.78 75
High 92.88 15.09 125

7. Trichloroethylene
Exposure Low 2.554 0.39 10

Moderate 4.01 0.82 97
High 7.71 1.07 93

Table 6. Parameters of outputs.

SNo Layer Output
Variables

Linguistic
Variables Mean Standard

Deviation (σ)
Frequency

(f)

1. Layer 1 Renal Cancer Cancer
Present 5.86 0.32 74

No Cancer 2.12 1.52 126

2. Layer 2 Cancer Stage Minor 2.07 0.21 68
Moderate 5.10 0.79 85

Serious 8.04 0.73 22
Critical 8.67 0.11 25
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2.1. Membership Functions

Gaussian membership functions are used for the input and output variables in the development
of a multi-layered inference system for the diagnosis of renal cancer. These membership functions
show the values used for every variable. Figures 5 and 6 show the graphical representation of the
membership function of smoking and haematuria respectively. Figure 7 portrays the representation of
membership function used for output variables in layer 2 in the graphical form.Appl. Sci. 2020, 10, x FOR PEER REVIEW 9 of 20 
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The statistical values used for output variables as well as input variables for both layers can be
represented in a mathematical function. The mathematical function of smoking is as shown as follows:

µacute(x) = e
−(x−0)2

4.5

µmoderate(x) = e
−(x−4.47)2

4.5

µchronic(x) = e
−(x−10)2

4.5

2.2. Rules

A bundle of rules is stored in the knowledge base of the inference system according to the given
inputs and expected outputs of the proposed system. The rules in the fuzzy inference system are
aggregated by conjunction or disjunction and always in the IF-THEN form. Figure 8 shows the rules
generated and stored in a knowledge base of the inference system for the diagnosis of renal cancer at
layer 2. The rules are generated by multiplying the number of membership functions of each input
variables are calculated as follows.
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For Layer 1,

Total number of rules = No. of membership functions of smoking ×No. of membership functions
of dialysis × No. of membership functions of occupational exposure × No. of membership functions
of genetic or hereditary

= 3× 2× 2× 3 = 36 rules

For Layer 2,

Total number of rules = No. of membership functions of haematuria × No. of membership
functions of RBCC × No. of membership functions of FP × No. of membership functions of TS ×
No. of membership functions of VHLG × No. of membership function of HBP × No. of membership
function of TCEE

= 4× 3× 3× 2× 2× 2× 3 = 864 rules

3. Dataset and Method for Adaptive Neuro-fuzzy Inference System

The two well-known methods of soft computing are merged together to form a hybrid method
known as a neuro-fuzzy method. This hybrid system is used for the development of an intelligent
medical system to diagnose renal cancer. The input variables given to the medical diagnostic system
are haematuria, red blood cell count, flank pain, tumor size, Von Hippel-Lindau gene, high blood
pressure, and trichloroethylene exposure. Similarly, the output variables used in the proposed system
are stages of renal cancer i.e., minor, moderate, serious and critical. The system is developed by using
the methodology shown in Figure 9.
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3.1. Membership Function

The Gaussian membership function is used for every input variable given to the system as well as
for output variable. The number of Gaussian membership functions used is four for input1, three for
input2, input3, and input7 and two for input4, input5 and input 6.

For example, for input variable tumor size, two groups are made according to a given range
of variables. These are: smaller and larger. In the adaptive neuro-fuzzy technique, the groups of
membership functions are automatically created by the system during the training phase of the
proposed system. These groups are generated according to the given dataset for the training of
a particular system. Figures 10–12 represent the graphical structure of membership functions of input1,
input2, and input3, respectively.
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There are seven different input variables used for given inputs to the system that are from input 1
to input 7. Additionally, the output is used as a variable for output variables. Table 7 represents the
structure of ANFIS for renal cancer.

Table 7. Structure of ANFIS for renal cancer.

Structure

The number of Layers of ANFIS 5

Inputs 7

Number of Rules 864

Output 1

Type of membership functions for input variables Gaussian

3.2. Rules

The rules in this methodology are also generated automatically by the system during the training
phase by taking all the possible mixtures of the given input variables to diagnose renal cancer. Figure 13
shows the rules generated by the system by using a training dataset. The total number of rules used in
the proposed intelligent medical diagnostic system is 864. The number of rules can be calculated by
multiplying the number of membership functions used for every input variables of the system.

Therefore,
Total rules = 4*3*3*2*2*2*3 = 864 rules.
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3.3. Training and Testing

This phase of ANFIS is more essential in the development of a particular system. Initially,
the dataset has been gathered from the experts of renal cancer. After that, the partitioning process has
been done on an acquired dataset. This partitioning of the dataset has been done by using the k-fold
cross validation. There are 200 different test cases in the acquired dataset.

For the cross-validation k = 4, the process is known as 4-fold cross validation.
Hence, the dataset has been divided into four equal parts, from which three parts are used as

training data and one part is used as testing data. In each iteration, the training and testing data has
been changed according to the partitioning. It can be elaborated, like there are four parts of the dataset
i.e., 1, 2, 3 and 4. For the first iteration, the first part is used as testing and the rest of the parts are used
for training data. Similarly, in the second iteration, the second part of the dataset has been used to test
the system and the rest of the parts, 1, 3 and 4, are used as the training data for the system and so on
until the last iteration.

As there are 200 tests cases in the dataset, 150 test cases are used for the training data and 50 used
for testing that particular system. Therefore, 75% of the data from the entire dataset has been used
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for the training phase of proposed system. The rest of the data (25%) are used for the testing phase
of a developed system as the testing data should be different from the training data. The number of
epochs for training the system is 4. The validation has been done to check whether the given system is
able to classify the patients of renal cancer and non-renal cancer in a correct class or not. The training
error after the training phase is shown in Figure 14.
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4. Results

After the development of these models by using the fuzzy and neuro-fuzzy techniques,
a comparative study has been done to evaluate which model is better. The performance parameters are
calculated for both systems. The main evaluation for these models is to check whether the developed
models are able to classify all the inputs given to the system, even if the inputs are unseen by the
system or new to the system. The model, which classifies the given inputs in correct and accurate
classes, is said to be the best one among the developed systems. The error or accuracy can be calculated
by comparing the observed output from the system with the target output, which is given by the
professional of renal cancers. If these two values are the same, then the model is said to be completely
accurate. However, there is no practical model that has 100% accuracy for the classification.

4.1. Calculation of Performance Parameters for Fuzzy Expert System

Fifty different tests have been carried out to examine the expert system for renal cancer closely.
The result displayed by the multi-layered fuzzy expert system is compared with the result given by the
physician. By contrasting these tests, it is noticed that out of 50 test cases, 48 test cases are classified
into the correct and exact class.

The confusion matrix for the fold 1 of these test cases is drawn in Table 8. In this table, there are
four column of class names with their test cases. For example, in the column 1, 15 cases of minor class
have been classified correctly in the minor class. Similarly, in column 2, there are 13 cases of moderate
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class, but 12 test cases are classified into moderate class, 1 test case is classified into the false class
i.e., in serious class. Similarly, Tables 9–11 show the confusion matrix for the fold 2, fold 3 and fold
4 respectively.

Table 8. Confusion Matrix for fold 1.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

00 12 01 00 Moderate

00 00 10 00 Serious

01 00 00 11 Critical

Table 9. Confusion Matrix for fold 2.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

01 12 00 00 Moderate

00 00 09 01 Serious

01 00 00 11 Critical

Table 10. Confusion Matrix for fold 3.

Minor Moderate Serious Critical Class Name

14 01 00 00 Minor

00 12 01 00 Moderate

00 00 10 00 Serious

00 00 00 12 Critical

Table 11. Confusion Matrix for fold 4.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

00 12 01 00 Moderate

00 01 09 00 Serious

00 00 00 12 Critical

Now, these confusion matrixes have been reduced on the basis of its dimensionality. Tables 12–15
show the reduced confusion matrix for every fold by considering first two columns of Tables 8–11 as
“No” and rest of the columns are taken as “Yes”.

Table 12. Matrix with reduced dimensions for fold 1.

No Yes Class Name

27 01 No

01 21 Yes
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Table 13. Matrix with reduced dimensions for fold 2.

No Yes Class Name

27 02 No

01 20 Yes

Table 14. Matrix with reduced dimensions for fold 3.

No Yes Class Name

26 00 No

01 22 Yes

Table 15. Matrix with reduced dimensions for fold 4.

No Yes Class Name

27 01 No

01 21 Yes

From Table 12, the values of true positive, false negative, false positive and true negative can be
evaluated as 21, 01, 01 and 27 respectively, and similarly, these values are carried out from Tables 13–15.
Table 16 describes the average value of performance parameters calculated for the four folds of k-fold
cross validation.

Table 16. Calculated performance parameters for fuzzy inference system.

Parameters Fold 1 Fold 2 Fold 3 Fold 4 Overall

Sensitivity or True Positive rate = (TP)
(TP+FN)

95.45% 95.23% 95.65% 95.45% 95.44%

Speci f icity =
(TN)

(TN+FP) 96.42% 93.10% 100% 96.42% 96.48%

Precision =
(TP)

(TP+FP) 95.45% 90.90% 100% 95.45% 95.45%

Classi f ication Accuracy =
(TP+TN)

(TP+FP+TN+FN)
96% 94% 98% 96% 96%

4.2. Calculation of Performance Parameters for ANFIS

The confusion matrixes for each fold, for the adaptive neuro-fuzzy inference system for renal
cancer, are shown in Tables 17–20. In these tables, the number of test cases, which are classified correctly
as well as the test cases which are classified into the incorrect class are described.

Table 17. Confusion Matrix for fold 1.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

00 13 01 00 Moderate

00 00 10 00 Serious

00 00 00 11 Critical
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Table 18. Confusion Matrix for fold 2.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

00 13 01 00 Moderate

00 00 10 00 Serious

01 00 00 10 Critical

Table 19. Confusion Matrix for fold 3.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

00 14 00 00 Moderate

00 00 10 00 Serious

00 00 00 11 Critical

Table 20. Confusion Matrix for fold 4.

Minor Moderate Serious Critical Class Name

15 00 00 00 Minor

00 13 01 00 Moderate

00 01 09 00 Serious

00 00 00 11 Critical

The confusion matrixes with the reduced dimensionality are shown in Tables 21–24. In these
tables, the first two columns of Tables 17–20 are merged together and considered as “No”, and the last
two columns are merged together and taken as “Yes”.

Table 21. Matrix with reduced dimensions for fold 1.

No Yes Class Name

28 01 No

00 21 Yes

Table 22. Matrix with reduced dimensions for fold 2.

No Yes Class Name

28 01 No

01 20 Yes

Table 23. Matrix with reduced dimensions for fold 3.

No Yes Class Name

29 00 No

00 21 Yes
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Table 24. Matrix with reduced dimensions for fold 4.

No Yes Class Name

29 00 No

01 20 Yes

From Table 21, the values of true positive, false negative, false positive and true negative can be
evaluated as 21, 00, 01 and 28, respectively. Similarly, these values are carried out from Tables 22–24.
Table 25 describes the average value of performance parameters calculated for the four folds of k-fold
cross validation.

Table 25. Calculated performance parameters for ANFIS.

Parameters Fold 1 Fold 2 Fold 3 Fold 4 Overall

Sensitivity =
(TP)

(TP+FN)
100% 95.23% 100% 95.23% 97.61%

Speci f icity =
(TN)

(TN+FP) 96.55% 96.55% 100% 100% 98.27%

Precision =
(TP)

(TP+FP) 95.45% 95.23% 100% 100% 97.67%

Classi f ication Accuracy =
(TP+TN)

(TP+FP+TN+FN)
98% 96% 100% 98% 98%

Nikita et al. [27] proposed an inference system for the detection of renal cancer by using the
adaptive neuro-fuzzy technique. The dataset in the numeric form is provided to the system for
training and testing. The triangular membership functions are used for developing the medical
inference system. The accuracy, sensitivity, specificity and precision parameters are calculated for the
performance evaluation of the system. The system achieved 96%, 95.5%, 96.1% and 95.8% accuracy,
sensitivity, specificity and precision, respectively.

After comparing the performances of Nikita et al. [27] with the proposed system, it is observed
that the adaptive neuro-fuzzy inference system developed in this research work is better than the
existing system. Hence, the ANFIS is more accurate than FIS. The performance of both developed
systems is shown in Table 26.

Table 26. Calculated parameters from the developed systems.

Models/Parameters Classification Accuracy Sensitivity Specificity Precision

Fuzzy 96% 95.44% 96.48% 95.45%

ANFIS 98% 97.61% 98.27% 97.67%

The calculated estimation of both proposed systems is also represented by using a bar chart.
In the bar chart, the two axes are there. One is the X-axis which is horizontal, and it will represent the
proposed models that are fuzzy and ANFIS. Another axis is the Y-axis which is vertical and presents
the percentages. The bar height views the obtained percentage of performance parameters of models.
Figure 15 depicts a bar chart for the comparison of two models.

From the bar chart, it is evaluated that an intelligent medical diagnostic system for renal cancer
using the adaptive neuro-fuzzy inference system is more accurate, and precise as compared to the
fuzzy inference system for the detection of patients suffering from renal cancer.
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5. Conclusions

The proposed intelligent system using neuro-fuzzy helps the fresher doctors for the detection
of renal cancer. It is helpful for those physicians who do not have much experience to detect renal
cancer and to evaluate its stage. Hence, this system has the capability to act as a training and
supporting tool for doctors. It can be used in those areas where the resources are not equivalent
to requirements. The various parameters are calculated to find the performance of the proposed
systems. These parameters are precision, classification accuracy, sensitivity and specificity. According
to the comparison study on the performance of both models, the medical intelligent system using
the neuro-fuzzy technique is more suitable, accurate and precise. A computer system with MATLAB
software is the only requirement to implement this proposed work.

The developed systems for the diagnosis of renal cancer is more accurate than other used methods
as the fuzzy logic can deal with the imprecise data, as all technologies used in related work deal with
a crisp dataset. The system can also work with the dataset that contains missing values of test cases.
The fuzzy logic has the limitation that it cannot train the system from the examples and is not capable
of adapting itself according to the environment or by considering the new unseen data. This limitation
of fuzzy logic has been overcome by merging it with the neural network and making a hybrid system
known as Adaptive Neuro-Fuzzy Inference System (ANFIS).

For future work in the detection of renal cancer, researchers can take more performance parameters
for the evaluation. The input variables or risk factors can also be enhanced for accurate classification
and to obtain a correct result for the diagnosis of renal cancer.
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