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Featured Application: A software defined networking (SDN) application based on a brain-inspired
Bayesian attractor model for identification of the current traffic pattern for the supervision and
automation of Internet of things (IoT) networks that exhibit a limited number of traffic patterns.

Abstract: One of the models in the literature for modeling the behavior of the brain is the Bayesian
attractor model, which is a kind of machine-learning algorithm. According to this model, the brain
assigns stochastic variables to possible decisions (attractors) and chooses one of them when enough
evidence is collected from sensory systems to achieve a confidence level high enough to make a
decision. In this paper, we introduce a software defined networking (SDN) application based on
a brain-inspired Bayesian attractor model for identification of the current traffic pattern for the
supervision and automation of Internet of things (IoT) networks that exhibit a limited number of
traffic patterns. In a real SDN testbed, we demonstrate that our SDN application can identify the
traffic patterns using a limited set of fluctuating network statistics of edge link utilization. Moreover,
we show that our application can improve core link utilization and the power efficiency of IoT
networks by immediately applying a pre-calculated network configuration optimized by traffic
engineering with network slicing for the identified pattern.

Keywords: internet of things; SDN; Bayesian; machine learning; brain

1. Introduction

In conventional networks, networking devices are basically composed of a data plane,
which handles the processing, modifying, and forwarding of packets, and a control plane, which decides
the port when forwarding the data. Software defined networking (SDN), which decouples the data and
control planes while centralizing the control, enables the configuring of the data plane of networking
devices by standards-based and vendor-neutral protocols. In an SDN network, a centralized SDN
controller manages the control plane of all networking devices like a brain. This centralized
control enables fast and agile supervision and automation of networks, which can greatly reduce
OPEX/CAPEX and increase the network efficiency along with the quality of experience (QoE) of the
users. Moreover, the centralization of the control plane enables the dynamic creating and controlling
of virtual networks by slicing a network with an SDN controller [1]. Furthermore, SDN allows
further administrating of the policies of the SDN controller by using applications via application
programming interfaces (APIs). In the past, to add a new networking function like a new routing
protocol, the network administrators usually had to buy specialized hardware or proprietary software
developed by the vendor of the networking hardware in the network. However, SDN enables anyone
to develop applications that can replace or extend the functionalities implemented in the firmware of

Appl. Sci. 2020, 10, 5773; doi:10.3390/app10175773 www.mdpi.com/journal/applsci


http://www.mdpi.com/journal/applsci
http://www.mdpi.com
https://orcid.org/0000-0003-0858-3047
https://orcid.org/0000-0002-9376-977X
https://orcid.org/0000-0002-4168-2875
http://www.mdpi.com/2076-3417/10/17/5773?type=check_update&version=1
http://dx.doi.org/10.3390/app10175773
http://www.mdpi.com/journal/applsci

Appl. Sci. 2020, 10, 5773 20f17

networking devices. Therefore, many novel applications for supervision and automation of networks
have been introduced by third party developers.

Recently, networks have become more complex with the deployment of new technologies like
5G, Internet of things (IoT), etc. This increased complexity makes it more difficult to manage and
optimize the networks manually [2]. While SDN makes the configuration of networks much easier,
it requires rules set up by external supervision for managing a network. Machine learning (ML)-based
frameworks are becoming popular for the supervision and automation of networks because they can
identify anomalies in the network, project traffic trends, and make smart decisions. SDN has become
a popular platform for applying ML algorithms to networks. As SDN decouples and centralizes the
control plane, ML applications on SDN can receive and process data from many networking devices,
which can increase the accuracy of identification of problems compared to running the algorithm
in a stand-alone networking device with only local information. Moreover, the solutions proposed
by ML can be applied to all network devices in the network in real-time by the SDN controller [2].
Furthermore, SDN provides a northbound API for applications, which allows the running of the ML
algorithm on specialized external hardware instead of the SDN controller or the networking devices.
Therefore, many ML-based techniques for SDN have been proposed in the literature [2,3].

Traffic engineering can prevent congestion and increase the quality of service (QoS) in dynamic
networks. However, traffic engineering methods usually require up-to-date information about the
traffic matrix. SDN provides some tools for collecting traffic statistics from devices, but estimating the
traffic matrix in a large-scale network is still challenging. There are many proposals in the literature for
estimating the traffic matrix, but they have important trade-offs like training a neural network for a
long time, capturing traffic from the interfaces, high bandwidth or CPU usage etc. [4-7]. The methods
with low error rate have tradeoffs like training a neural network for a long time, capturing traffic from
the interfaces, high bandwidth or CPU requirements etc.

Unlike the traditional IP networks, where the traffic can vary widely, many IoT networks are only
composed of sensors that produce traffic with highly discrete patterns. For example, many sensors
switch between on/off duty cycles. When they are on, many sensors produce traffic at a mean
rate. For example, many audio and video sensors apply constant bit rate (CBR) or average bitrate
(ABR) encoding. CBR ensures that the output traffic rate is fixed, while ABR ensures that the output
traffic achieves a predictable long-term average bitrate. The sensors may choose a bitrate depending
on the time or the environment conditions. As the traffic sources have a limited number of mean
bitrate options, the IoT networks set up with such sensors exhibit a limited number of mean traffic
matrices, which can be determined before running the network. To prevent congestion and increase
the QoS in IoT networks like the surveillance networks that exhibit a limited number of traffic matrices,
we propose an SDN-based traffic engineering framework that uses a different methodology for
estimating the traffic matrix. Instead of the traditional way calculating a traffic matrix analytically,
we propose identifying the latest traffic matrix from a list of possible traffic matrices that the IoT
network may exhibit. We use only the utilization statistics of a limited set of edge links, which can
be easily received via SDN. Our method has a number of advantages. First of all, an identification
may be simpler with less bandwidth and processing requirements than calculating a traffic matrix.
Moreover, the identification is a direct solution. If the identification is correct, it gives the exact mean
traffic matrix directly. On the other hand, the traditional matrix calculation methods usually do not
give the exact solution because of the noise and the variations in ABR traffic, so a calculated traffic
matrix may deviate from all possible traffic matrices that the IoT network may exhibit.

To the best of our knowledge, ours is the first study that tries to identify the traffic matrix from
a list of possible traffic matrices. For the identification, we investigated the feasibility of applying a
brain-inspired Bayesian attractor model (BAM), which is an ML algorithm that models the decision
making process of the brain [8]. Previously, we had applied a BAM for virtual network reconfiguration
of optical networks and showed that it can decrease the number of virtual network reconfigurations to
find a virtual network suitable for the current traffic situation [9]. In this work, we applied a BAM for
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identifying the current traffic pattern by checking the utilization statistics of edge links. The reasons
for choosing BAM are

e  Unlike the neural network proposals in the literature, BAM does not require training.

e  Unlike the proposals that require partial measurements of traffic matrix or flows, BAM does not
need prior measurements

e BAMis an online algorithm.

e BAM may open the way towards more autonomous networks by adding a more human-like
artificial intelligence to the network.

As for the identification time, there may be algorithms that can do identification in fewer steps
than BAM, but the experiments in this paper show that BAM can identify the traffic patterns in a
reasonable time fast enough for traffic engineering purposes. When a new traffic pattern is identified,
our framework optimizes the network by applying a network configuration that is pre-calculated
for the identified traffic pattern. Moreover, our framework supports network slicing, which can
greatly improve the QoS and security in heterogeneous IoT networks by applying slice-specific traffic
engineering and policies [10,11]. We implemented our framework as an SDN application and evaluated
it on an IoT testbed. The experiments reveal that our SDN framework can correctly identify a changing
traffic pattern by BAM and increase the QoS and the energy efficiency by applying an optimized
configuration employing network slicing and traffic engineering.

The paper is organized as follows. Section 2 presents the related works in the literature.
Section 3 presents the Bayesian attractor model. Section 4 explains the architecture of our framework.
Section 5 introduces the testbed. Section 6 explains the experiment scenario and presents the experiment
results. Section 7 concludes the paper.

2. Related Work

The traditional way of measuring a traffic matrix is using NetFlow or sFlow, which collects IP
traffic statistics on all interfaces of a router or switch. While this direct measurement gives precise
information on the traffic matrix, it has a high cost because it consumes high amount of resources.
Therefore, to estimate the traffic matrix many indirect methods, which apply gravity and tomography
models, and limited direct methods, which run NetFlow /sFlow for a limited time or on a limited
number of switches, and hybrid methods, which use a combination of limited direct and indirect
methods, are proposed in the literature.

The initial works [12-14] on traffic matrix estimation assume that the entries in the traffic matrix
have a Gaussian or Poisson distribution. They are called statistical models. However, it is shown the
traffic characteristics change with the new network applications and these models do not capture the
spatial and temporal correlations, so they result in a high estimation error [15]. Roughan et al. [16]
proposed using a gravity model, which assumes that the traffic from an ingress node to an egress node
is proportional to the ratio of traffic exiting the network from the egress node relative to all traffic
exiting the network. Zhang et al. [17] enhanced the gravity model with tomographic methods and
called the new method as tomogravity method. The tomogravity method improves the gravity method
by making use of the routing table and core link utilization information. However, Eum et al. [18]
showed that the assumptions of tomogravity method are violated easily in real practical networks,
which cause unacceptably high errors.

Lakhina et al. [19] proposed a method based on principal component analysis (PCA). PCA is a
dimension reduction technique that reduces the data to a minimum set of new axes while minimizing
information loss. Lakhina et al. [19] found that when the aggregated traffic between edge nodes (flows)
are examined over long time scales, the flows can be described by 5 to 10 common temporal patterns
called eigenflows by PCA. They proposed doing partial measurement of flows (days to weeks) to
capture spatial correlations and estimating the traffic matrix later based on the calculated eigenflows.
A Kalman filter-based estimation using the partial measurement of flows to capture both spatial and
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temporal correlations is proposed in Soule et al. [20] for both estimation and prediction of the traffic
matrix. Papagiannaki et al. [21] proposed a matrix estimation a method using partial measurements
with fanouts, which is the fraction of total traffic sourced at one node and destined to each of the
other egress nodes. Performance comparison of PCA, Kalman fanout and previous statistical methods
shows that Kalman, PCA and fanout methods yield results much better than previous approaches [22].
Zhao et al. [23] estimates the traffic matrix by statistically correlating the link loads and the partial
measurement of flows. Nie et al. [24] proposed a traffic measurement method based on reinforcement
learning, which tries to decrease the load of routers and the burden on the network by activating
NetFlow /sFlow on a subset of interfaces of a small number of routers. It uses Q-learning to select
the interfaces to collect most of the network traffic data. These methods require measuring the traffic
matrix by flow monitors like NetFlow /sFlow for days to weeks, which may be difficult even in a
subset of interfaces due to the cost of measurement, communication, and processing [25].

The introduction of SDN provided built-in features that can be used for estimating the traffic
matrix. SDN applies a flow-based control to the network. The SDN switches keep a flow table,
where each entry in the table is composed of a matching field, a destination port and a counter
for traffic statistics. The SDN controller can receive the flow statistics periodically or on-demand
from the switches. In theory, it is possible to setup a different rule for each flow in the flow table
to measure the individual flow statistics to calculate the traffic matrix. However, the flow table is
usually stored in a fast ternary content-addressable memory (TCAM), which has a small capacity due
to high cost. Therefore, it is not possible to enter an individual entry for each flow when there are
many flows. Moreover, periodically sending the statistics of each flow in the network to the SDN
controller may use too much bandwidth in a flow-rich network. Furthermore, frequently querying the
switches for a estimating a more accurate traffic matrix imposes a high load on the switches. The initial
works OpenTM [26] and DCM [27] tried to decrease the load on the switches by evenly distributing
the statistic queries among all the switches in the network, for estimating the traffic matrix using
SDN. However, they keep track of statistics of each flow on a switch without considering the TCAM
limitations, so they have a scalability problem when the number of flows is large. To overcome the
limitations of TCAM, iSTAMP [28] proposed using aggregated flows and the most informative flows
for the traffic matrix estimation. It applies a sampling algorithm to select only the most informative
flows to monitor by using an intelligent Multi-Armed Bandit based algorithm. Similarly, refs. [29-31]
proposed methods for the aggregation and selection of flows to estimate traffic matric by considering
the TCAM limitations. However, the flows selected by these methods may not always give no new
information about the traffic matrix. Tian et al. [32] proposed a scheme that guarantees that every
selected flow adds new information for estimating the traffic matrix, which improves the TCAM
utilization efficiency and the accuracy of the estimation technique.

There are some neural network-based methods proposed for the traffic matrix estimation.
Jiang and Hu [33] proposed a back-propagation neural network for estimating the traffic matrix by
training the neural network using the link loads as the input and the traffic matrices as the output.
However, Casas and Vaton [34] stated that the methods based on statistical learning with artificial
neural networks like in [33] are unstable and difficult to calibrate, so proposed using a random neural
network instead. Zhou et al. [35] proposed Moore-Penrose inverse based neural network approach
with using both the routing matrix and the link loads as the input. Nie et al. [36] proposed using
deep learning and deep belief networks and showed that their method performs better than PCA.
Emami et al. [37] proposed a new approach, which considers a computer network as a time-varying
graph. It estimates the traffic matrix by a convolutional neural network estimator using link load
measurements and network topological structure information provided by the time-varying graph.

There are some proposals that target specific network types. Huo et al. [38] proposed a traffic
matrix estimation method for IoT networks, which require a different traffic measurement method
from traditional Internet network traffic measurement, because the large amount of data in some IoT
networks is very short and time sensitive. Their method measures the coarse-grained traffic statistics of
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flows and fine-grained traffic of links directly by OpenFlow and uses a simulated annealing algorithm
to estimate the fine-grained network traffic. Nie et al. [39] proposed using convolutional neural
networks in VANET, where the topology changes rapidly due to the quick movement of vehicles.
Hu et al. [40] proposed a method based on network tomography for data center networks, where the
traffic flows have totally different characteristics than traditional IP networks and there are large
number of redundant routes that further complicates the situation.

While there are many methods in the literature that can calculate the traffic matrix in a short
time, most of them have requirements like partial measurement of flows, training a neural network,
high processing power etc. For IoT networks that exhibit limited set of traffic matrices, identification of
a traffic matrix may be simpler than trying to calculate it. In this work, we investigated the feasibility
of applying a brain-inspired Bayesian attractor model (BAM) and showed that it can identify the traffic
in a reasonable time without such requirements.

3. Bayesian Attractor Model

Bayesian inference-based approaches are widely used in modelling the brain’s cognitive abilities
and human behaviors when making decisions. They can model the brain’s ability to extract perceptual
information from noisy sensory data. The BAM combines the concept of Bayesian inference and
attractor selection, which allows changing decisions based on the changes in real-time noisy sensory
data and computes an explicit measure of confidence that can be compared numerically when making
decisions. During the accumulation of data by observations, the brain updates the posterior probability
of attractors. This part of the model is called the cognitive process. Then, the brain makes a decision
among the attractors when the posterior probability (confidence) of a decision (attractor) is high
enough. This part of the model is called the decision-making process. Bitzer et al. [8] presents a
detailed description of the BAM. Here, we present the basics of the BAM as follows:

The BAM has several fixed points ¢;, each of which corresponds to a decision alternative i/ with
the long-term average ji;. The decision state is stored in variable Z, which is updated according to an
internal generative model. When a new observation is made at time ¢, the BAM calculates the posterior
distribution of the state variable Z; denoted by p(Z; | X At:t) using the observations until time ¢ denoted
by X At Where At is the step size of the observation time.

The BAM uses a different generative model than the pure attractor model. Unlike the pure
attractor model, where there is no feedback from the decision state to the sensory evidence, the decision
state in the BAM affects both the internal predictions and gain. The generative model in the BAM,
which assumes that the observations are governed by the Hopfield dynamics, updates the decision
state Z at time ¢ by the equation

7 —Ziar = MF(Z_n) + VALD,, 1)

where f(Z) is the Hopfield dynamics, and @; is the Gaussian noise variable with distribution @; ~
N(O,Q), where Q = (42/At)] is the covariance of the noise process, and g is the parameter for
dynamics uncertainty. The noise @0; shows the propensity of the state variables to change. Higher noise
means more frequent switches between the decision alternatives.

Given a decision state Z, the probability distribution over observations is predicted by the
generative model with the equation

= Mo(z)+7, @)

where M = [jiy,---,jfiy] is the set of the mean feature vectors, and 7 is the sigmoid function,
which maps all state variables z; to values between 0 and 1. The noise variable ¢ has the normal
distribution N (0, R), where R = 2T is the expected isotropic covariance of the noise on the
observations, and r is the sensory uncertainty. A higher r means that higher noise is expected in
the observations.
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The BAM infers the posterior distribution p(Z; | Xani_at) ~ N (2, 1_3}) of state variable Z; by
using the unscented Kalman filter (UKF) [41]. While other filters like the extended Kalman filter
(EKF) could be used, the UKF was selected as it has a good tradeoff between approximation deviation
and computational time. The unscented transform is used to approximate the decision state and the
predicted distribution of the corresponding next sensory observation. The prediction error between
predicted the mean *; and the actual observation ¥; is calculated by

€ = Xp — Xp. ®)

Then, the decision state prediction Z; and its posterior covariance matrix P; are updated via a
Kalman gain K;:

Z =2+ Kiéy, 4)
P = P — K Cl. (5)

The Kalman gain is calculated by
R = étif L (6)

where C; is the cross-covariance between predicted decision state Z; and predicted observation ¥,

and it is the covariance matrix of the predicted observations.

Bitzer et al. [8] used posterior density over the decision state evaluated at the stable fixed point
¢i, is used as a confidence level metric of each attractor i. However, we used the state value z; as
the confidence metric in this work, because z; is less oscillatory and more clearly bounded than the
posterior density p(Z; = ¢; | Xant). As for the decision criterion, we used the difference between
the state value z; of attractors. After sorting the state values from highest to the lowest, let’s say the
attractor j has the highest and the attractor k has the second highest state value. If the difference
between the state values of these two attractors becomes higher than a threshold A, then the attractor j
is identified as the new state. That is

zj —zp > A (7)

4. Architecture

We propose the SDN-based network architecture shown in Figure 1. Our BAM-based traffic
engineering framework is implemented as an SDN application in the application layer. It runs on top of
OpenDaylight SDN controller. By using the REST API of the OpenDaylight controller, our application
receives up-to-date information like the network architecture and the traffic statistics. Our framework
is implemented as a standalone application that is communicating with the SDN controller via the
REST AP]J, so it can be extended to work with other SDN controller software platforms by updating
the API library of our application.

Concurrent IoT applications may have diverse QoS requirements, which may be difficult to
satisfy on the same network. For example, let us assume that there is an IoT network of autonomous
cars. If the cars” high definition video sensors and the control systems are on the same network,
a congestion in the network due to video transmission may disrupt control communication and result
in a car accident [10]. Network slicing solves this problem by creating separate logical networks
upon a shared physical network. By logically separating their networks, network slicing can facilitate
IoT services with diverse requirements on the same physical infrastructure while satisfying their
QoS requirements. Moreover, network slicing allows the isolation of IoT device communications for
security [11]. Our framework supports network slicing through SDN, so it can improve the QoS and
security of IoT networks.
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Figure 1. The proposed SDN-based network architecture.

To create and manage the network slices on the physical network, we use the SDN-based virtual
tenant network (VIN) feature. The VIN feature allows the setting up of multiple isolated virtual
networks with different routing tables at each network slice, so it is possible to do slice-specific traffic
engineering for optimizing QoS. Moreover, it allows limiting the data traffic to a different subset
of links at each VNT slice. The physical links that are not used by any virtual links in slices can
be disabled for decreasing the power consumption, which is important for some networks using
low-power IoT devices.

The VTN feature is composed of the VIN coordinator application and VIN manager. The VTN
coordinator is an external SDN application that realizes VIN provisioning and provides a REST
interface to enable the use of OpenDaylight VTN virtualization. The VTN manager is an OpenDaylight
module that interacts with other modules to implement the components of the VIN model. The VTN
coordinator application translates the REST API commands from other applications and sends them to
the VIN manager. The VIN coordinator supports coordinating multiple VTN managers, so virtual
networks spanning across multiple OpenDaylight controllers can be created and managed by a single
VTN coordinator. By using the REST API of the VTN coordinator, our application can set up and
modify the network slices.

Due to the large number of source-destination pairs and large number of flows, estimating the
traffic matrix precisely in a large IP network is extremely difficult, and it has been recognized as a
challenging research problem [23]. Compared to traditional IP networks, SDN has some important
advantages for traffic measurements. First of all, the SDN controller has a global view of the SDN
network topology. Second, the SDN controller can collect flow-level and port (link)-level statistics from
the SDN switches by using a southbound protocol like OpenFlow [42]. However, the traffic matrix
estimation is still challenging even with SDN. Instead of trying to estimate the overall traffic matrix
from flow statistics in such networks, our BAM-based traffic engineering framework tries to identify
the traffic pattern by using only the utilization level of a set of edge links. The number of ports in a
network is usually much lower than the number of flows, so transmitting the link utilization statistics
requires much less bandwidth. The OpenDaylight controller automatically collects the port statistics
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of switches every three seconds by OpenFlow and provides the port statistics to the SDN applications
via the northbound REST APIL.

Initially, a list of possible traffic patterns is given as Bayesian attractors to our application.
The BAM assigns stochastic variables to these attractors that indicate the confidence level of each
attractor. Together with the traffic patterns, pre-calculated network slice topologies and routing
tables optimized for each traffic pattern are given to our application by its API. Our SDN application
periodically receives the utilization statistics of a set of edge links from the OpenDaylight controller.
The BAM updates the confidence level of attractors each time when there is a new observation of these
fluctuating and noisy statistics. By comparing these confidence levels, the application tries to identify
the current traffic pattern from a list of stored patterns. In the case of a change in the identified traffic
pattern, the application sends the network slice VNT configuration and the routing tables in each
network slice, which were pre-optimized for the identified traffic, to the VTN coordinator application
via the REST APL The VIN coordinator application translates the requested configuration and sends
it to the VIN manager module in the corresponding OpenDaylight controller, which controls the
SDN network that is to be modified. The VTN manager module updates the configuration of the
OpenDaylight controller for setting up the new logical network. Finally, the OpenDaylight controller
pushes down the changes to the switches by the southbound OpenFlow APL. In case of a change in
the traffic patterns to be identified, the new list of traffic patterns can be given to the application,
which restarts the BAM. As BAM is an online algorithm and it does not require training, BAM can
identify the new patterns after getting a few samples of utilization statistics.

5. The Testbed

To show that our SDN framework can identify the changing traffic patterns and increase the QoS
of an IoT network by immediately applying a pre-calculated network configuration optimized to the
new pattern, we implemented our framework as an SDN application on OpenDaylight and tested
it on an SDN testbed. A photo of the testbed is shown in Figure 2. A plot of the testbed topology
is shown in Figure 3. In the testbed, there were 9 SDN core switches, where eight were MikroTik
RouterBOARD 750Gr3 switches with 1 Gbps ports, and the other one was a Pica8 SDN switch with
1 Gbps and 10 Gbps ports. A Spirent hardware traffic generator was used for generating realistic
traffic and analyzing the traffic statistics like packet drop rate and delays. The Spirent hardware traffic
generator sent the generated traffic to a non-SDN Dell switch through a 10 Gbps optical link. The Dell
switch distributed the generated traffic to MikroTik switches. The Pica8 switch forwarded the collected
traffic to the sink of the Spirent traffic generator through a 10 Gbps optical link. To make the MikroTik
switches SDN-capable, their firmware was replaced with an OpenWRT embedded operating system
and Open vSwitch switching software. Our SDN application, the Spirent TestCenter application,
the VTN Coordinator application, and the OpenDaylight SDN controller were installed on a computer
that communicates with the SDN switches and the traffic generator via a separate network for the
out-of-band control of the testbed.

N | L=

Figure 2. A photo of the testbed.
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Spirent TestCenter

Traffic
-

i Receiver
Traffic Generator

’ Dell Switch (non-SDN) ‘

Q Mikrotik SDN Switch ~ 1Gbpslink

Q Pica8 SDN Switch === 10 Gbps link

Figure 3. The topology of the testbed.

6. The Experiment

In the experiment, we emulated an IoT network of a crowd surveillance system around a building
using two different types of video sensors generating surveillance data, e.g., visible-light video,
infrared video etc. Recently, IoT-based crowd surveillance systems have become popular due to their
cost effectiveness in many applications like public safety (against terrorist attacks, demonstrations,
natural disasters, etc.) and smart cities [43—46]. The IoT network topology and the initial traffic rate
of sensors is shown in Figure 4. In the IoT network, there were six dumb edge nodes, each carrying
two types of sensors, and nine SDN core switches with the same numbering as in Figure 3. The dumb
edge nodes were not SDN-capable. The Spirent hardware traffic generator generated realistic sensor
traffic by emulating twelve sensors, where six of them are type 1 sensors, and six of them are type
2 sensors. Each sensor generated and sent one-way traffic to an IoT gateway node that forwards
the data generated in the IoT domain to the wide-area network (WAN). The IoT gateway node was
emulated by the traffic receiver of Spirent TestCenter, which measured the network statistics from the
arriving packets.

10 Mbps

O SDN core switch
@ Sensortypel

@ Sensor type 2

© loT Gateway node
® Edge node

Figure 4. The IoT network topology and the initial traffic rate of sensors when the crowd was close to
the edge of core node 1.
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In the experiment scenario, there was a gathering of a crowd around a building. The sensors of
the crowd surveillance system were placed at six places around the building. The bitrate of traffic
generated by a sensor increased with the number of people in the vicinity of the sensor due to increased
activity. For simplicity, we set the generated data rate of both sensor types to be equal to each other in
the experiment. Due to the SDN packet processing speed limitations of MikroTik switches, we could
not fully utilize the links to cause link congestion. We chose the sensor traffic rates to limit the traffic
on the core links to 200 Mbps to prevent crashing of MikroTik switches due to CPU over-utilization.
Each of the sensors that were closest to the center of the crowd, like the sensors connected to the edge
node of core node 1 in Figure 4, identified fast-paced movement of many people so they generated
traffic using an ABR video codec with a high bitrate of 50 Mbps to keep the video quality high.
The sensors that were in the vicinity but not so close to the center of the crowd, like the sensors
connected to the edge node of core nodes 2 and 6 in Figure 4, identified less movement, so they used a
codec that generated 20 Mbps ABR traffic. The sensors that were far away from the crowd did not
identify much movement, so they used a codec that generated 10 Mbps ABR traffic.

There were six edge nodes in the network, so we selected six possible traffic patterns where the
crowd is closest to one of the six edge nodes. In the experiment, we tested a scenario where a crowd
moves back and forth between the edge sensors of core node 1 as in Figure 4 and the edge sensors
of core node 5 as shown in Figure 5. The sensors generated random traffic with a lognormal size
distribution with a mean as in Figures 4 and 5. OpenDaylight fetched traffic rate information from
SDN core devices by OpenFlow every three seconds, and our application fetched these edge link traffic
rate statistics from OpenDaylight via the northbound API. Our application tried to identify the latest
traffic matrix by using the BAM.

10 Mbps

Gateway SDN core switch

@ Sensortypel

@ Sensor type 2

O loT Gateway node
(® Edge node

Figure 5. The traffic rate of sensors after the crowd moved to the edge of core node 5.

The average traffic rate on the edge links in each scenario was stored as a BAM attractor in the
application. For example, the BAM attractor of the pattern shown in Figure 4, when the crowd is
around the edge of core node 1, was simply an array [100 40 20 20 20 40] in terms of Mbps, where the
array index is the core node number where the edge link was connected. As the traffic is entering the
SDN network through six core routers and the IoT traffic in the experiment was one-way, the size of
each BAM attractor was 1 x 6. It is possible to add more traffic patterns as attractors, but we limited the
number of traffic patterns to six in this experiment for a more clear presentation of attractor dynamics.

For each of the selected traffic patterns, we pre-computed the VNT configurations and routing
tables of the network slices optimized for the traffic scenario and stored them in our application
along with the corresponding BAM attractor. As an example, the VNT configuration of network slices
optimized for the traffic pattern in Figure 4 is shown in Figure 6a. VNT configuration of another
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pattern in Figure 5 is shown in Figure 6b. In the network, the traffic of sensor type 1 was assigned
to network slice 1, and the traffic of sensor type 2 was assigned to network slice 2. To minimize the
maximum link utilization and maximize the power efficiency in the experiment, we optimized the
VNT configuration in two steps. In the first step, for a selected traffic pattern, the set of routing tables
at each network slice that minimizes the maximum link utilization in the physical network was found.
Then, among the solutions of the first step, a solution that uses the minimum number of physical links
when routing the aggregate traffic is selected to minimize the power consumption as the links that are
unused in all slices can be set to idle. For example, four physical links in Figure 6a were set to idle
because none of the VNTs used them. While VNT was the same in both slices in Figure 6a, the slices
had different routing tables to minimize the overall maximum link utilization of the physical network.
For example, the traffic from the edge of core node 1 to the edge of core node 9 followed the path 1—9
on slice 1, while the traffic between the same edge nodes followed the path 1—2—8—9 on slice 2 as
shown with arrows. The VNTs on slices may also differ depending on the placement of sensors and
the traffic matrix on each slide.

Slice 2 VNT, Slice 2 VNT,

!

Slice 1 VNT, Slice 1 VNT,

° ) ° o
PGS ® @ Physical o O @@ Physical
3 @ 4 Network; (3 @ @ Network
LNCY6) ® 5 ® ® 5 &
/ / 3
¢ o‘@ @ ° ¢ ¢
[ NG) / ©—0 LGl / [GE
] o ° o o [
( SDN core switch ® Edge switch (O SDN core switch ® Edge switch
® Sensortypel — Active Physical Core Link ® Sensortypel — Active Physical Core Link
® Sensor type 2 Idle Physical Core Link ® Sensor type 2 Idle Physical Core Link
© loT Gateway node ~ — Edge Link © loT Gateway node ~ — Edge Link
(a) (b)

Figure 6. The VNTs in the network slices and the active/idle link configuration in the physical topology
optimized for the initial traffic matrix when the crowd was close to (a) the edge of core node 1 and
(b) the edge of core node 5.

The edge link traffic rate statistics fetched by our application via the northbound of SDN controller
in the experiment are shown in Figure 7. The edge links are numbered according to the number of
the core node that they are connected to. The traffic of sensors started in the first 3 s. The first edge
link traffic statistic were fetched at time 3 s. Initially, the crowd was around the sensors connected
to core 1, so those sensors were producing the highest traffic and the edge link 1 had the highest
link utilization as seen in Figure 4. Figure 8 shows the traffic rate on the link from core node 6 to
core node 9 and the link from core node 1 to core node 9, which are the most congested core links
in the network. Initially, the network configuration was not optimized for this traffic pattern, so the
link from core node 1 to core node 9 started to carry high amount of traffic at time 10 s. The BAM
algorithm in our application tried to identify the traffic pattern by using the traffic rate statistics of
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the edge links. Each time a new observation of statistics was fetched, BAM updated the confidence
level of the attractors. The confidence level of the attractors calculated by BAM during the experiment
is shown in Figure 9. Initially, the confidence level of all attractors were zero. After getting only two
traffic statistics, the confidence level of attractor 1 became the highest and the confidence difference
between the highest and the second highest attractors passed the threshold A set to 0.5, so attractor 1
was correctly identified as the new state. The attractor identified as the current traffic pattern by BAM
is shown in Figure 10. The attractors number 1 and number 5 denote the traffic patterns when the
crowd is around the edge sensors of core node 1 and core node 5, respectively. The time when BAM
identified a new traffic pattern is denoted by IT (Identified Traffic) and shown with blue dashed lines
in the experiment results.

IT RF TC IT RF TC IT RF TC IT RF
7 200 bl L T T o
Q .
]
2 150
i)
<
o 100
I
= 50
(]
(@]
©
L 0 ‘ i ‘ ‘ i
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Figure 7. The edge link traffic rate statistics fetched by our application from OpenDaylight.
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Figure 8. The traffic rate on the links from core node 6 to core node 9 and core node 1 to core node 9.
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Figure 9. The confidence level of the attractors.



Appl. Sci. 2020, 10, 5773 13 0f 17

IT RF TC IT RF TC IT RF TC IT RF
— T T L T : LA

N W A~ 00O
T

Attractor ID

1F EHMHHHHH%Hwi ‘yiiéHHHHHH;H\i
O }/ \ | \ [ | \ \ | | \ |
0 20 40 60 80 100 120 140 160 180 200 220 240
Time (seconds)

Figure 10. The identified traffic pattern by the decision algorithm.

After identifying the new traffic pattern, our SDN application sent the VNT and routing table
configuration optimized for traffic pattern 1 to the VIN coordinator by using its REST API. The VTN
coordinator translated the configuration request of the application, updated its VIN configuration
database, and sent it the OpenDaylight controller via the VTN manager. Finally, the OpenDaylight
controller applied the new configuration to the SDN network by updating the flow tables of the
switches by OpenFlow. This network reconfiguration process took around 10 s and finished at time
20 s, which is denoted by RF (Reconfiguration Finished) and shown with green dashed lines in the
experiment results. After RF, the network started to run using a configuration optimized for this
identified traffic matrix, so the maximum link utilization in the network decreased as seen in Figure 8.

Later, the crowd moved near the edge sensors of core node 5 and the traffic rate of the sensors
changed as shown in Figure 5. As a result, there was an abrupt change in the traffic of edge and
core links at time 58 s, which is denoted by TC (Traffic Changed) and shown with red dashed lines
in the experiment results. The traffic rate on the edge link 5 became the highest as seen in Figure 7.
The utilization of core link from node 9 to node 1 increased around two times as seen in Figure 8
because the network configuration was not optimized for the new traffic matrix. After the traffic
change, the confidence level of attractor 1 started to decrease and the confidence level of attractor 5
started to increase as seen in Figure 9. At time 70 s, the confidence of attractor 5 passed that of
attractor 1, and the BAM identified the traffic pattern of attractor 5 as the new traffic pattern as seen in
Figure 10. Therefore BAM required fetching edge link traffic statistics only 5 times to identify the new
traffic matrix. After identifying the new traffic pattern, our SDN application reconfigured the network
to a configuration optimized for the identified traffic matrix, which took around 10 s and finished at
time 80 s. After the reconfiguration finished, the maximum link utilization in the network decreased
by two times.

We repeated the traffic changes by moving the crowd to near the edge sensors of core node
1 at time 125 and then core node 5 at time 188 s. Again, BAM correctly identified the new traffic
matrices after 5 iterations of fetching traffic statistics and our framework decreased the maximum link
utilization by two times by reconfiguring the network via SDN.

Our SDN application was run on a laptop with an Intel i7-3820QM CPU. Even though our BAM
implementation was not so optimized, the application used less than 10% of the single core of the
laptop CPU produced in year 2012, which can be considered as a low CPU usage. Due to the budget
constraints we couldn’t set up a bigger testbed and we couldn’t find a reference in the literature that
evaluates the processing requirements of BAM, so the processing requirements of BAM on larger
networks is not clear. In case the computation cost of the BAM becomes high, it may be decreased by
replacing UKF with EKF, which is known to have a lower computational cost than UKF [47,48], in the
BAM implementation. Bitzer et al. [8] says that they used the UKF in the BAM, because it provides a
suitable tradeoff between the precision and computational efficiency. However, Bitzer et al. [8] states
that EKF, which is faster but less precise than UKEF, can also be used in the BAM.
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7. Conclusions

In this paper, we presented a framework based on the Bayesian attractor model and SDN for
optimizing the IoT networks that exhibit a limited number of traffic patterns. We implemented the
framework as an SDN application and investigated its feasibility on an SDN testbed. The experiment
results showed that our application can identify the traffic pattern with a few observations of edge link
traffic statistics, which should be fast enough for most networks, and can apply an optimized network
configuration for the identified traffic pattern by SDN. To the best of our knowledge, ours is the first
work that tries to directly identify a traffic matrix from a known list of traffic matrices using only link
utilization statistics, so we could not find another algorithm in the literature for direct comparison
in the experiments. There may be even faster identification algorithms, but using the BAM for the
identification has important merits like the BAM is an online algorithm and it does not require training
or partial measurements of traffic matrix. Moreover, the BAM-based application had a low CPU
utilization in the experiment. Furthermore, the BAM may open the way towards more autonomous
networks by adding a more human-like artificial intelligence to the network. We showed that our
application can apply network slicing-based traffic engineering for optimizing the utilization and
power efficiency of core links. As a possible limitation, the CPU requirements and the identification
time may increase with increasing number of nodes and limit the size of the controllable network.
For future work, we will set up a bigger testbed to evaluate the performance of the framework on
large networks. Moreover, we will work on adding support for using other SDN controller software
platforms like ONOS. As other areas of application, the framework may be also applied to other
types of networks like cellular networks. We will investigate its applicability to other networks in our
future work.
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