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Abstract: Synthetic aperture radar (SAR) images have been used in many studies for ship detection
because they can be captured without being affected by time and weather. In recent years, the development
of deep learning techniques has facilitated studies on ship detection in SAR images using deep learning
techniques. However, because the noise from SAR images can negatively affect the learning of the deep
learning model, it is necessary to reduce the noise through preprocessing. In this study, deep learning
vessel detection was performed using preprocessed SAR images, and the effects of the preprocessing of
the images on deep learning vessel detection were compared and analyzed. Through the preprocessing of
SAR images, (1) intensity images, (2) decibel images, and (3) intensity difference and texture images were
generated. The M2Det object detection model was used for the deep learning process and preprocessed
SAR images. After the object detection model was trained, ship detection was performed using
test images. The test results are presented in terms of precision, recall, and average precision (AP),
which were 93.18%, 91.11%, and 89.78% for the intensity images, respectively, 94.16%, 94.16%,
and 92.34% for the decibel images, respectively, and 97.40%, 94.94%, and 95.55% for the intensity
difference and texture images, respectively. From the results, it can be found that the preprocessing of
the SAR images can facilitate the deep learning process and improve the ship detection performance.
The results of this study are expected to contribute to the development of deep learning-based ship
detection techniques in SAR images in the future.
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1. Introduction

Ship detection is a critical maritime management technology and encompasses fields such as the
investigation of illegal fishing areas, oil spill detection, maritime traffic management, and national
defense [1–4]. Currently, to monitor ships, the International Maritime Organization mandates all
international ships over 300 tons, all domestic passenger ships, and cargo ships over 500 tons to install
an automatic identification system (AIS). However, if the density of a ship is high, the AIS signal may
be affected by interference, which reduces the effective reception distance, and may not be received by
other ships or base stations [5]. In addition, when AIS is deliberately turned off by a fishing ship, it is
impossible to locate the ship.

Satellite images can be used as an alternative for detecting ships in the sea. If satellite images are
used, most ships in vast water bodies can be effectively detected regardless of the operation of the
AIS. There are two main types of sensors for capturing satellite images: an optical sensor, which is
a passive sensor, and a synthetic aperture radar (SAR) sensor, which is an active sensor. The optical
sensor generates an image by detecting sunlight reflected from an object. Because the optical sensor
uses the visible color spectrum to capture images, ships in images captured by an optical sensor can

Appl. Sci. 2020, 10, 7751; doi:10.3390/app10217751 www.mdpi.com/journal/applsci

http://www.mdpi.com/journal/applsci
http://www.mdpi.com
https://orcid.org/0000-0002-2616-4025
https://orcid.org/0000-0002-9779-0752
https://orcid.org/0000-0003-2335-8438
http://dx.doi.org/10.3390/app10217751
http://www.mdpi.com/journal/applsci
https://www.mdpi.com/2076-3417/10/21/7751?type=check_update&version=3


Appl. Sci. 2020, 10, 7751 2 of 19

be easily identified by a person. However, owing to the requirement of sunlight, images can only be
captured by an optical sensor during daytime. Further, high-quality images cannot be captured if the
weather conditions are bad, even during daytime. In contrast, because the SAR sensor generates an
image by emitting a signal from the sensor and detecting the reflected signal from an object, images
can be generated even at night [2,6]. In addition, because the emitted signal for ship detection is not
affected by weather conditions, it is useful for ship detection research [2,7,8].

Recently, various ship detection studies focused on the deep learning model structure rather than
improving the quality of images [9–12]. In contrast, the present study focuses on the preprocessing
technique of SAR images to improve ship detection performance. First, the value unit of the SAR
images was converted to decibels to present a normal distribution of the values. Then, noise in the
images that can interfere with ship identification was reduced by using a multi-looking technique and
a median filter [13]. Moreover, for better contrast between the ship and the sea, images were created
with only sea surface image data remaining. First, a median filter was used having a size sufficiently
larger than the size of the ship in the images [13]. Noise in the entire image was reduced, and the
contrast between the sea and the ship was increased by separating the filtered images from the existing
SAR images. In addition to the increased contrast, it is expected that ships can be detected more easily
by changing the state of the sea surface in all images. The preprocessed images were converted into
training data and test data through visual analysis and comparison using Google Earth.

The purpose of this study is to detect ships in SAR images using deep learning. We used an
M2Det [14] deep learning model for detecting ships in SAR images. To enhance detection accuracy,
we proposed a preprocessing method for SAR images and compared its detection results to others from
different preprocessed images. The ship detection performance was expressed in terms of precision,
recall, and average precision (AP) [15–17]. By using the proposed preprocessing method, the trained
M2Det deep learning model could achieve highest accuracy (95.55% AP).

Related Works

In SAR images, the locations of ships appear bright because of corner reflections [8,18]. In previous
studies, they tried to detect ships based on pixel brightness. However, they often detected other bright
objects, such as ship wake and islands, as ships [19–21]. To reduce this problem, Hwang et al. [22]
proposed a SAR image preprocessing method. They applied multi-looking twice and used a median
filter to reduce speckle noise in SAR images. They generated normalized intensity and texture images
as a result of their proposed method [22]. Ref. [23] also applied a similar preprocessing method
and demonstrated enhanced detection results. Our proposed preprocess method is mostly inspired
by [22,23]. We created two images from the proposed preprocessing method. One is an intensity
difference image and the other is a texture image. However, to avoid degrading detection performance
due to reduced spatial resolution, we applied multi-looking only once.

2. Study Data

In this study, images captured by TerraSAR-X and COSMO-SkyMed (Constellation of Small
Satellites for Mediterranean basin Observation) satellites were used to detect ships. TerraSAR-X is
a German satellite that was successfully launched on June 15, 2007 and is a high-resolution SAR
satellite using X-band microwaves. Three modes, namely, the Spotlight, ScanSAR, and StripMap,
are supported. Because each mode has different observation widths and resolutions, a mode can be
selected according to the purpose of the study. The Spotlight mode provides a 1 m resolution image
for a 10 km observation width, and the StripMap mode provides a 3 m resolution image for a 30 km
observation width. Finally, the ScanSAR mode provides a 16 m resolution image for a wide viewing
width of 100 km. COSMO-SkyMed is a group of four satellites owned by Italy. Similar to TerraSAR-X,
they support three modes: the Spotlight mode, ScanSAR mode, and StripMap mode. Among the
three modes, the StripMap mode, which provides a 3 m resolution image, was used in this study.
Therefore, most ships can be detected considerably well, except very small ships, and thus this mode is
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suitable for this study. Table 1 lists the details of the TerraSAR-X and COSMO-SkyMed SAR images
used in this study. The parameters of each SAR image represent the average value of the images used.
The pixel resolution in the flight direction of the TerraSAR-X image is approximately 2.4 m, and the
pixel size in the observation direction is approximately 1.9 m. Furthermore, the COSMO-SkyMed image
has approximately 2.1 m pixel resolution in both the flight direction and the observation direction.
For polarization, both SAR images used the HH mode. In the co-polarization mode, HH polarization
is known to have a higher contrast between sea and ship than VV polarization. Therefore, it was
expected that this would yield a better ship detection performance [24]. TerraSAR-X used a total of
four images, and these images were captured in Songdo, Korea, and the Kerch Strait between the Black
Sea and the Azov Sea. COSMO-SkyMed used a total of 26 images, and those images were in Songdo,
Korea, and Gyeongju, Korea.

Table 1. Details of COSMO-SkyMed and TerraSAR-X images used in this study. SAR: synthetic
aperture radar.

TerraSAR-X COSMO-SkyMed

Mode StripMap StripMap
Polarization HH HH

Incidence angle (◦) 30.03 38.07
Azimuth pixel spacing (m) 2.43 2.08

Ground range pixel spacing (m) 1.89 2.12
Number of images 4 26

Figure 1 shows some of the SAR images used in this study. Figure 1e is an enlarged image of a
part of an oil spill area in the Kerch Strait in November 2007. Mostly small ships are observed, and the
sea surface on which the oil floats is calm. Figure 1f shows a small ship and a large ship together and
a calm water surface. In Figure 1g,h, waves are swaying on the water surface, and small ships are
observed. As shown in Figure 1, although the contrast between the values of the ship and the sea
surface is large in both cases, the conditions of the sea surface and the size of the ship are different in
each sea. Therefore, it is important to successfully detect large and small ships that exist at sea surface
in various states.
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3. Methods

Figure 2 shows the flow chart of this study, which is divided into (a) an input layer, which indicates
an input image and (b) deep learning, in which ship detection learning is performed using a deep
learning model. In this study, the SAR image was preprocessed in three different ways to compare
the effect on the ship detection result of different training data used during the deep learning model
training. An image set generated through each preprocessing is shown in Figure 2a. The first is the
SAR intensity image without any preprocessing. In the second, a decibel image was generated by
converting the unit of the SAR intensity image values to decibels. Because the intensity image shows a
Rayleigh distribution, and the decibel image shows a normal distribution, it was predicted that the
decibel image would yield better detection results than the intensity image. Finally, in the third, the
intensity difference image and texture image were created. It was expected that the ship detection test
results would be improved by enhancing the contrast between the ship and the sea surface through the
two images and reducing occasions where other objects are confused with ships. The training data and
test data were constructed using images generated by three different preprocessing methods. Figure 2b
represents the deep learning model used for ship detection. M2Det was used as the object detection
model for ship detection, and DenseNet [25] was used as the backbone network. By using M2Det,
it was expected that ships of various sizes, from very small to very large ships, would be detected
well. Furthermore, by using DenseNet as a backbone network instead of VGGNet [26] or ResNet [27],
which are the backbone networks in the existing M2Det, features of all layers can be used rather than
selecting specific layers on the network and extracting features. It was expected that the ship detection
performance would be improved by doing this. Furthermore, by using RAdam [28] as the optimization
function, stable learning could be performed regardless of the learning rate in all input image sets.
After the deep learning model training was completed, the bounding boxes indicating the locations of
ships and the confidence score for each bounding box were derived as the detection result.

Appl. Sci. 2020, 10, x 4 of 19 

Figure 1. Intensity image of SAR image used in this study. (a) Kerch Strait captured by TerraSAR-X; 
(b) Songdo captured by TerraSAR-X; (c) Songdo captured by COSMO-SkyMed; (d) Gyeongju 
captured by COSMO-SkyMed; (e–h) zoomed in images of the red box region in (a–d). 

3. Methods 

Figure 2 shows the flow chart of this study, which is divided into (a) an input layer, which 
indicates an input image and (b) deep learning, in which ship detection learning is performed using 
a deep learning model. In this study, the SAR image was preprocessed in three different ways to 
compare the effect on the ship detection result of different training data used during the deep learning 
model training. An image set generated through each preprocessing is shown in Figure 2a. The first 
is the SAR intensity image without any preprocessing. In the second, a decibel image was generated 
by converting the unit of the SAR intensity image values to decibels. Because the intensity image 
shows a Rayleigh distribution, and the decibel image shows a normal distribution, it was predicted 
that the decibel image would yield better detection results than the intensity image. Finally, in the 
third, the intensity difference image and texture image were created. It was expected that the ship 
detection test results would be improved by enhancing the contrast between the ship and the sea 
surface through the two images and reducing occasions where other objects are confused with ships. 
The training data and test data were constructed using images generated by three different 
preprocessing methods. Figure 2b represents the deep learning model used for ship detection. M2Det 
was used as the object detection model for ship detection, and DenseNet [25] was used as the 
backbone network. By using M2Det, it was expected that ships of various sizes, from very small to 
very large ships, would be detected well. Furthermore, by using DenseNet as a backbone network 
instead of VGGNet [26] or ResNet [27], which are the backbone networks in the existing M2Det, 
features of all layers can be used rather than selecting specific layers on the network and extracting 
features. It was expected that the ship detection performance would be improved by doing this. 
Furthermore, by using RAdam [28] as the optimization function, stable learning could be performed 
regardless of the learning rate in all input image sets. After the deep learning model training was 
completed, the bounding boxes indicating the locations of ships and the confidence score for each 
bounding box were derived as the detection result. 

 

Figure 2. Research flow chart. SLC: Single Look Complex. (a) Input layers; (b) Deep learning model.



Appl. Sci. 2020, 10, 7751 5 of 19

3.1. SAR Image Preprocessing

Figure 3 shows a flow chart of the SAR image preprocessing performed to improve the ship
detection performance using deep learning. Through preprocessing, the ship detection performance
was expected to be improved by reducing the noise in the SAR images and increasing the contrast
between the ship and the sea. As shown in Figure 3, the images used for comparison in this study
were: (1) intensity image, (2) decibel image, and (3) intensity difference image and texture image.
Unlike the intensity and decibel images, the intensity difference image and texture image were used
in combination.
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3.1.1. Decibel Conversion

It is known that a neural network is better optimized when the distribution of the input data follows
a normal distribution during neural network training [29]. Therefore, in this study, the distribution of
the values of the SAR images was first converted into a distribution similar to the normal distribution.
The conversion process of the distribution of the data that are analyzed for actual data analysis is a
frequently used technique [30]. In the case of SAR images, it can be converted to the distribution that
approximates the normal distribution through log transformation [31,32]. In Figure 3, the decibel image
indicates an image in which the intensity image is expressed in decibels through decibel conversion
and can be generated using the following equation.

y = log10(x) (1)

where x is a SAR intensity image, and y is a SAR intensity image converted into decibels.

3.1.2. Speckle Noise Reduction

In general, speckle noise exists in SAR images, and speckle noise is a factor that degrades the
image quality. Therefore, the noise must be reduced before image analysis. In this study, noise in the
image was reduced using a median filter and multi-looking technique [33]. First, median filtering was
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performed. If the median filter size is too large, the pixels of the ship in the image may be replaced by
pixels of the sea. Therefore, the size of the filter should be determined based on the size of the ship.
In addition, if the size of the ship becomes too small due to multi-looking, the ship may not be detected.
Therefore, the number of looks in the multi-looking should be determined based on the size of the ship,
such as the size of the median filter.

3.1.3. Land Masking

In the land area, because many objects, for example buildings and containers, can cause double
scatterings, most land areas show a high backscattering coefficient on the image. Because a high
backscattering coefficient can lead to false detection, many ship detection studies perform a land
masking before ship detection [1,33,34]. In this study, a digital elevation model (DEM) of the Shuttle
Radar Topography Mission (SRTM) with a 30 m resolution was used to mask the land area. To remove
the land area from the SAR image using the DEM, the geometry of the image and the DEM were
matched using intensity cross-correlation. However, reclaimed area after DEM was created still remain
on image. To cover this area with DEM, we made a buffer area on the DEM, then removed it.

3.1.4. Image Normalization

As the average value of the input data deviates from 0, a bias may occur in a specific direction
when the weight is updated, resulting in a slower learning speed [35]. Therefore, the training data
should be normalized to uniformly train the weights and expedite the training process [35]. In this
study, Z-score normalization was performed to normalize the input image, and the following equation
was used:

Z =
x− µ
σ

(2)

where x indicates each SAR image, and µ and σ denote the mean and standard deviation of x,
respectively. The learning of the neural network can be performed faster than prior to normalization
by normalizing each image using Equation (2).

3.1.5. SAR Intensity Difference Image and Texture Image

To generate an intensity difference image and a texture image from the normalized image,
sea surface values were extracted from the normalized image using a very large median filter [30].
In addition, to extract the sea surface values only, a median filter with a sufficiently large size of 81 × 81
was used based on the size of the ship on the image. The generated sea surface image was differentiated
from the existing image where the ship appeared to create an intensity difference image, and a texture
image was created by calculating the root mean square difference (RMSD). Through this, phenomena
appearing at sea surface such as waves and ripples can be reduced, and at the same time, the contrast
between the ship and the sea can be increased slightly.

3.2. Generation of Training and Validation Data

The size of SAR images is significantly large, and the typical size of a single image is several
gigabytes. Therefore, a large amount of memory is required to learn an entire image during the
training process. Due to insufficient memory of our graphics card, all 30 SAR images were divided
into patches with a size of 320 × 320. Each patch image was overlapped by 20% to adjacent patch
images to prevent ship objects from being cut, which would have resulted in them not being used for
training and validation processes. As a result, we generated a total of 1160 patch images and divided
them into training and test data in an 8:2 ratio. In other words, the numbers of images for the training
process and the test process were 928 and 232, respectively. Furthermore, the entire training images
were divided into a 3:1 ratio for cross-validation. In other words, the number of images for the training
and validation dataset were 696 and 232, respectively.
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In each patch image, the ground truth was generated using LabelImg [36], and visual analysis
and Google Earth software were used to identify the ship on the image.

3.3. Training and Validation Method

In this study, the M2Det model was used for ship detection. Figure 4 shows the architecture
of M2Det. M2Det uses a multi-level feature pyramid network (MLFPN) module to extract more
fluent information from images. MLFPN consists of a thinned u-shape module (TUM), feature
fusion module (FFM) and scale-wise feature aggregation module (SFAM) module. TUM utilizes
various sizes of feature maps so that extract information from various size of objects efficiently.
FFM concatenates features between TUMs and the backbone network to extract information from
multi-levels. SFAM creates multi-level feature pyramid with features extracted from multi-level and
multi-scale images. Lastly, M2Det detects objects from the multi-level feature pyramid using the same
anchor boxes as in SSD (Single Shot multibox Detector) [37] deep learning model. The aspect ratios
of the anchor box for object detection in the existing M2Det are ar ∈

{
1, 2, 3, 1

2 , 1
3

}
. However, because

the long part of the ship is considerably longer than the short part, some ships may not be detected if
the original ratio is used in the case of a ship. Therefore, in this study, ar ∈

{
1, 2, 3, 5, 7, 1

2 , 1
3 , 1

5 , 1
7

}
were

used by adding a longer ratio to the existing anchor box. In implementation details, we used RAdam
optimization and batch size was 4. In the MLFPN, we used 6 scales and 8 levels—the same as [14].
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In general, the object detection model detects objects using features extracted through the backbone
network, and VGGNet, ResNet, and DenseNet are mainly used as the backbone networks [37–40].
When VGGNet or ResNet is used as a backbone network, features of several layers are often fused to
detect small objects [10,41]. However, DenseNet utilizes all of the features from the previous layer in
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each layer, it was found that the process of selecting a layer for feature fusion could be omitted and
the features of the ships could be better extracted. Therefore, in this study, DenseNet was used as the
backbone network of M2Det.

First, cross-validation was performed in each preprocessed dataset to get the best initial weight
parameter. After set the initial weight, the deep learning model was trained using the entire training
and validation set. When the entire training and validation set was used, six training processes were
performed in each preprocessing method for choosing best learning rate, and the learning rate of
each training was (0.005, 0.001, 0.0005, 0.0001, 0.00005, 0.00001). In addition, to increase robustness of
the model, zoom in/out, cropping, and horizontal flipping were used, and values of all images were
normalized to the [0, 1] range before being used.

After the training is completed, the test results were expressed in terms of AP, precision, and recall.
AP is the bottom area of the precision and recall graphs and can be expressed by the following equation:∫ 1

0
p(r)dr (3)

where r indicates the recall and p(r) indicates the precision at each recall. Furthermore, the precision
and recall are defined as follows:

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

where TP is the number of events where the model predicted a true value as true, FN is the number of
events where the model predicted a true value as false, and FP is the number of events where the model
predicted a non-true value as true. Therefore, the precision represents the ratio of the number of actual
true values to the number of true values that the model predicted as true, and the recall represents the
ratio of the number of true values that the model predicted as true to the number of actual true values.
In addition, because precision and recall depend on the threshold value, the critical success index (CSI)
was used to determine the optimal threshold value and is defined as follows [42,43]:

CSI =
TP

TP + FP + FN
(6)

4. Results

4.1. SAR Preprocessing Result

First, the SAR image was converted into decibels through decibel conversion, thereby converting
the distribution of values to a normal distribution. Figure 5 shows a magnetized intensity image of
the red box in Figure 1e (1). Figure 5b depicts an intensity decibel image converted from Figure 5a
using Equation (4). Figure 5c,d shows the histograms of Figure 5a,b, respectively. As illustrated in
Figure 5d, the SAR image showing the Rayleigh distribution shows a normal distribution through the
decibel conversion. Furthermore, before the decibel conversion, the distribution band of the values was
widely distributed from tens of thousands to hundreds of thousands, but after the decibel conversion,
the distribution band was significantly narrowed down to tens. Because of these changes, it can be
expected that the weights will be learned in a balanced way during the training process [35].
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After a decibel image was created, median filtering and multi-looking were performed to reduce
speckle noise in the image. To prevent the disappearance of small ships owing to their small number of
pixels and median filtering, the size of the median filter was selected to be 3 × 3, which is the minimum
size. Moreover, to prevent a ship from becoming a dot owing to its small size, only two looks were
performed in the range and azimuth directions. Figure 6 shows the effect of speckle noise reduction by
using a median filter and multi-looking. Figure 6a,b shows an intensity decibel image before and after
speckle noise reduction, respectively. Furthermore, Figure 6c,d show the histograms of Figure 6a,b,
respectively. The difference is barely noticeable because the sizethe median filter was 3 × 3. However,
as shown in Figure 6d, it can be observed that the noise components of the sea surface are reduced by
speckle noise reduction.
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Subsequently, land masking was performed using the DEM with a resolution of 30 m. However,
because some artifacts, such as bridges built after the DEM were created, do not appear in the DEM,
the artifacts cannot be eliminated. To cover these area, we added buffer area at the edge of DEM.
The DEM and the SAR image were matched using the intensity cross-correlation and then overlapping
areas were removed (Figure 7).
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of (b).

Images were normalized after masking the land in the SAR image. After this, sea surface images
were generated from the normalized images. If median filters are applied more than twice the size of a
ship, the shape of the ship will almost disappear in the images and only the smoothed sea surface
remains [33]. Therefore, the size of the filter must be determined by considering the size of the ships [33].
In the images used in this study, the size of the ship was about 10 to 40 pixels. Therefore, we designed
the filter with a size of 81 × 81 based on the largest ships. Figure 8a–c shows the normalized images,
and Figure 8d–f shows the sea surface images generated through median filtering from Figure 8a–c,
respectively. As shown in Figure 8d–f, it can be observed that only the shape of the sea surface remained
in the sea surface image, and very little influence from the ship was found.

Simple difference and RMSD calculations were performed using normalized intensity images and
sea surface images to generate intensity difference images and texture images. Figure 9a,b shows the
intensity difference image and the texture image, respectively, and Figure 9c,d depicts the histograms of
Figure 9a,b, respectively. The red boxes in Figure 9c,d indicate the distribution band of ship pixel values.
Although the distribution bands of ship pixel values in the intensity difference image and the texture
image show similar levels, the overall distributions of the images are different. Therefore, by using the
intensity difference image and the texture image, it is possible to create the same effect as if the same
ship was captured at the sea surface under different conditions. Furthermore, it could be made more
insensitive to the distribution of sea surface values in ship detection by using the intensity difference
image and the texture image simultaneously.
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4.2. Ship Detection Result

For verifying the effect of the proposed processing method, the model was trained in three
ways using (1) SAR intensity images, (2) decibel images, (3) intensity difference, and texture images,
respectively. These models were trained using 928 images that consisted of training and validation
datasets. To obtain the evaluation results, 232 test images were used. In Figures 10–12, the test results
of the trained model using each training image are expressed in terms of the recall, precision, and CSI,
according to the threshold. We decided the optimal threshold at the maximum CSI in each test result.
As a result, the proposed model has the lowest optimal threshold. It means when training preprocessed
images using our proposed method, the deep learning model can differentiate ship objects better.
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Figure 11. Test results according to the threshold of the model using decibel images. The red graph
represents recall, blue graph represents precision, and black graph represents the critical success index.
Learning rates were (a) 0.005; (b) 0.001; (c) 0.0005; (d) 0.0001; (e) 0.00005; (f) 0.00001. The dotted line
represents the critical value at the maximum critical success index.
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Figure 12. Test results according to the threshold of the model using intensity difference and texture
images. The red graph represents recall, blue graph represents precision, and black graph represents
the critical success index. Learning rates were (a) 0.005; (b) 0.001; (c) 0.0005; (d) 0.0001; (e) 0.00005;
(f) 0.00001. The dotted line represents the critical value at the maximum critical success index.

Table 2 lists the precision, recall, and AP when the optimal threshold value was used for each
model. For the model trained using the intensity images, the results were worse than those of the model
trained using the preprocessed image in terms of recall, precision, and AP. The precision values of the
models trained using the decibel images, intensity difference images, and texture images were similar.
However, it can be found that the recall values of the models trained using the intensity difference and
texture images were different from the recall value of the model trained using the decibel image by
up to 3%. This means that the percentage of undetected ships decreased by 3%. Similarly, when the
AP values were compared, it was found that the AP values of the models trained using the intensity
difference and texture images were higher by up to 3%. Therefore, when preprocessed images were used
in the training process, the ship detection performance was improved. In particular, the preprocessing
method proposed in this study was found to be effective in improving the deep training process.

Table 2. Recall, precision, average precision (AP) at the optimal threshold of each model according
to the learning rate. The values in boldface indicate the highest AP index in the corresponding set
of images.

Learning
Rate

Intensity Decibel Intensity Difference + Texture

Recall (%) Precision (%) AP (%) Recall (%) Precision (%) AP (%) Recall (%) Precision (%) AP (%)

5× 10−3 90.58 89.14 87.06 92.53 94.06 89.89 93.51 92.90 90.47
1× 10−3 91.23 93.05 87.17 94.48 94.79 92.10 94.16 95.71 91.23
5× 10−4 93.18 91.11 89.78 93.83 93.53 91.94 95.78 94.55 93.28
1× 10−4 91.56 93.38 88.27 92.86 95.33 91.25 96.75 95.51 94.86
5× 10−5 92.86 90.79 89.25 94.16 94.16 92.34 97.40 94.94 95.55
1× 10−5 92.86 92.56 89.46 93.83 94.44 92.12 97.08 94.92 95.29

Figure 13 shows some of the results when the ships were detected by the learning model having
the highest AP in each set of the training images and the optimum threshold value. In Figure 13b,
it can be observed that small ships that exist in the sea with strong sea backscatter were detected
well. Furthermore, from Figure 13c, it can be observed that ships were distinctly detected despite the
presence of a sediment area and a strong side-lobe effect.
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effect; (c,e) ships with strong side-lobe effect.

Figure 14 shows the false ship detections in each detection result. False detection occurred in the
ship wakes. This is because the images with the ship wake accounted for only 4% of the total learning
images, thereby the learning of the ship wake was not well performed. However, even in such cases,
the intensity difference and texture image rarely recognized ship wake as ships. In Figure 14e, it can
be observed that false detections occurred in all images. When several ships were very close to each
other, it was difficult to distinguish them from the image; therefore, those ships were recognized as a
single ship.

Figure 15 shows the result of undetected ships in each detection result. The intensity image
without preprocessing shows the largest number of undetected ships. The preprocessed image mainly
shows false positives in small ships of 15 pixels or less. It can be determined from the detection results
that more ships were detected when using the intensity difference and texture images than when using
the decibel image.
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Figure 15. Undetected ships when the optimal threshold of each input image was applied in the model
with the highest AP index in the training image (a–f). Green box: intensity image, blue box: decibel
image, red box: intensity difference/texture image, and dotted ovals: undetected cases.

Table 3 shows undetected ships according to size. The size of the ship is taken as the longer side
between the width and the length of the ship, and it can be found that a ship with a size of 30–50 pixels
accounts for approximately 50% of the total number of ships. The intensity image showed the largest
number of undetected cases in most ships regardless of size. Although the number of undetected cases
in the decibel image is less than that in the intensity image, undetected cases were found even for large
ships, indicating that this image is unstable. In contrast, using the intensity difference and texture
images, it can be found that the number of undetected cases is certainly less than with other images.
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From these results, it can be found that when the preprocessing method proposed in this study is used,
more ships can be detected compared to when the preprocessing method is not used.

Table 3. Number of undetected cases according to ship size. The size of the ship is the number of pixels
of the longer side between the width and length of the ship. The number in the preprocessing column
indicates the number of undetected ships in each size.

Ship Pixel Total Number of Ships Intensity Decibel Intensity Difference + Texture

10–19 11 3 1 -
20–29 35 6 4 3
30–39 60 5 6 4
40–49 92 7 4 1
50–59 58 - - -
60–69 34 1 3 1
70–79 12 - - -
80–89 3 - - -
90–99 4 - 1 -

100–109 3 - - -
110–119 1 - - -

5. Conclusions

In this study, deep learning was used to detect ships from X-band SAR images. Furthermore, to
further improve the ship detection performance, a preprocessing method was proposed to reduce the
noise in the SAR image and increase the contrast between the sea and the ship. In addition, to verify
the performance of the preprocessing method proposed in this study, both the intensity image without
preprocessing and the intensity image after conversion to the decibel image were used as training
images, and the test results were compared.

The best detection performance was obtained when the intensity image with a learning rate of
0.001 was used and when the decibel image and intensity difference/texture image combination with
a learning rate of 0.00005 was used. The highest AP values of the intensity images, decibel images,
and intensity difference/texture images were 89.78%, 92.34%, and 95.55%, respectively. When the
training process was performed using intensity images, ship wake were more often falsely detected as
ships than other training images, and the number of undetected ships was the highest. In the case of
learning using the decibel images, it was found that the false detection and non-detection ratios of the
ships were reduced by 3% and 1%, respectively, compared to the intensity images. When the training
process was performed using the intensity difference and texture images that were generated through
the preprocessing method proposed in this study, the false ship detection rate was similar to that using
the decibel image, and the rate of the undetected ships decreased by 4% compared to the result using
the intensity images.

The level of noise and value distributions that are present in the image affects the non-detection
rate and false positives in the ship detection process using deep learning. The intensity image has a
very wide range of values and shows a Rayleigh distribution, which may have a negative impact on
the deep learning process. In the case of the intensity difference and texture images generated through
the preprocessing method proposed in this study, not only were the detected ships better characterized
after learning from the two input images, but also the effects of non-detection and false detection could
be reduced by minimizing the noise in the image.

The results of this study suggest that when deep learning is performed using SAR images,
better detection results can be achieved by reducing the noise of the SAR image and enhancing the
contrast between the ship objects and the background. This preprocessing method may be useful and
applicable not only for detecting ships from SAR images but also for detecting other objects.

However, the proposed preprocessing method has a limitation: ships that are very close to the land
can also be eliminated during the land masking to reduce the false detection rate of ships. Furthermore,
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because a large median filter with a size of 81 × 81 was used to enhance the contrast between the ship
and the sea, the filtering process takes a very long time. Therefore, to overcome this limitation, it
is necessary to improve the preprocessing method so that ships can be detected well, regardless of
the adjacent presence of a land area in future studies. In addition, even if a large filter is not used
to enhance the contrast between the ship and the sea, studies should be conducted to improve the
preprocessing method for a better training process for the characteristics of ships and better ship
detection performance.
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