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Abstract: In light of the Fourth Industrial Revolution, the concepts of flexibility and re-configurability
of manufacturing systems and the evolution of their control architectures are becoming increasingly
important. The development of Cyber Physical Systems (CPS) and their flexibility and integrated
capabilities have paved the way to the transition from centralized control to heterarchical
(decentralized) control architectures. In this paper, a comparison between centralized and heterarchical
control architectures in a virtual learning environment is presented. The control architectures of the
assembly station and the materials handling system of modern manufacturing systems have been
conceptualized and tested under different working conditions. The results show that centralized
control is the best solution only for deterministic and predictable scenarios, which are very far from
reality, whereas, in case of failures, a more flexible control is preferable.

Keywords: decentralized production; Flexible Manufacturing Systems; Industry 4.0; manufacturing
control architectures; reconfigurable manufacturing systems; smart manufacturing systems

1. Introduction

The demand for more personalized, smart, and sustainable products has led to the rapid
growth of the industrial Internet and cyber-physical technologies completely revolutionizing the
manufacturing systems [1] The industrial world has switched from classical manufacturing systems
to smart manufacturing systems based on self-contained, automated, and smart modules, exploiting
flexibility and re-configurability capabilities.

The Fourth Industrial Revolution (also known as Industry 4.0, Industrie 4.0, or I4.0) and related
technologies have led to a significant evolution and transformation of the manufacturing systems.
The key principles behind I4.0 are interconnection, information transparency, decentralized decisions,
and real time technical assistance for human operators [2]. All parts of the manufacturing system
should be connected with each other and have common data models. Manufacturing processes are
therefore required to be significantly digitalized and simulation techniques are now paving the way to
the ‘digital factory’ concept, a mix of virtual and real factory environments. Digital factory is defined
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as a “comprehensive network of digital models, methods and tools—including modelling, simulation
and 3D/virtual reality visualization—integrated by continuous data management” [3] to simulate
real manufacturing systems and optimize their performance. The digital factory applies production
planning and control principles aimed at optimizing production systems to face more complex and
competitive environments.

In the I4.0 paradigm, modern manufacturing systems have to ensure re-configurability,
flexibility, and intelligence. This result can be reached by more autonomous control systems.
The Industry 4.0 paradigm emphasizes the development of Cyber-Physical Systems (CPS), digitalization,
and interconnectivity. CPS are defined as an integration of resources from physical and cyber domains.
In CPS, the computational resources from cyber world monitor the feedback from physical process hence
dynamically computing the scenarios to generate control signals. By integration of new computational
tools into manufacturing systems, CPSs have attained functionalities which are beneficial for enhancing
productivity, quality, and reducing expenses. The communication capabilities were ensured by the
Industrial CPS (ICPS), well-defined interfaces that enable CPS to integrate and communicate with the
existing systems [4].

In this context, the traditional manufacturing production systems shift into smart production
systems. Smart production systems are defined as fully integrated collaborative manufacturing systems
that respond in real time to the changing demands and conditions of the factory, the supply network,
and customer needs through digitalization of the manufacturing system [1]. These systems are
characterized by advanced sensors, service-orientation, connected and autonomous CPS objects,
collaborative supply networks, integrated and decentralized decision-making, interoperability,
flexibility, and advanced analytics [5].

Advanced computational models are indeed required for addressing these capabilities [6].
These emerging architectural paradigms have to be transformed from static, rigid, and hierarchical into
smart architectures composed and matched in a decentralized and dynamic fashion to accommodate
the requirements of higher flexibility and reconfigurability [7].

In centralized control, a single component controls all the manufacturing entities. On the contrary,
heterarchical control systems are customized and made up of several autonomous components able to
communicate each other [8].

Switching from a centralized to a heterarchical (or decentralized) control can lead to a more efficient
environment for production, especially in the case of deviations from ordinary working conditions [9].
This is why, nowadays, there is a growing interest in modular manufacturing systems and solutions
supporting independent entities to communicate and operate autonomously, like multi-agent systems
(MASs) [10].

This paper presents a comparison of two production control architectures: centralized and
heterarchical. Digital factory tools were used to simulate production planning and control of
manufacturing systems and assess the advantages of self-controlled production systems.

For the experimental phase, an assembly line built with Lego® Mindstorms® EV3 was used as a
physical prototype of the production system. Starting from the comparison between centralized and
heterarchical control applied to the Lego® system, the testing phase was conducted using the Siemens
Tecnomatix Plant Simulation 11.0 software, a computer application developed by Tecnomatix Plant
Simulation 11.0 software for modeling, simulating, analyzing, visualizing, and optimizing production
systems and processes, the flow of materials, and logistic operations. Afterwards, other experiments
were carried out in the Experimental and Digital Factory (EDF) laboratory of the Technische Universität
at Chemnitz, to obtain more relevant results from the comparison of centralized and heterarchical
control of material handling systems.

The remainder of this paper is organized as follows. After this introduction, Section 2 presents
a review of the manufacturing systems, from the origins to the modern era, with a focus on control
architectures. Section 3 describes the methodology used, the main research steps and the criteria
applied. Section 4 describes the scenarios considered for the experiments. Section 5 deals with the
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application of a digital factory concept—the simulation model obtained using the Siemens Tecnomatix
Plant Simulation 11.0 software—to apply the theoretical concepts previously described. Results and
discussions are presented in Section 6. Section 7 presents some final conclusions and directions for
future work.

2. Evolution of Manufacturing Systems

The interest in optimizing production planning and control has been growing for the past few
years. Customers’ demands are changing, asking for high quality finished goods at low prices and
with a shorter time-to-market. In this scenario, factories can survive and outperform their competitors
switching to flexible and reconfigurable manufacturing systems [11].

A Flexible Manufacturing System (FMS) is an integrated and computer-controlled system
of automated material handling devices and numerically controlled (NC) machine tools that can
simultaneously process medium-sized volumes of part types [12]. It can be considered as a system
able to cope with machine failures or breakdowns [13] and able to check its own state as well as the
availability of its resources [14].

A reconfigurable manufacturing system is a system designed so as to allow for rapid changes
in structure, both hardware and software, in order to rapidly adjust the production capacity and
functionality of a part family in response to sudden changes in market or in regulatory requirements [15].

These new manufacturing system characteristics led to significant changes in production control
systems supervising systems different activities (e.g., a control action can be applied on the sequence
of products that have to be manufactured, on the tuning operations of a production system or on
operations aimed at restoring the proper functionality of the process) [16]. From the manufacturing
point of view, a control system is used to control the manufacturing process, to set the run-mode
to meet market requirements or to set the sequence of tasks that a processing unit has to perform,
to optimize the production process [17]. Therefore, the final aim of a control system is coordinating and
directing all the production activities [8] and monitoring the production system to prevent undesired
functioning [16].

Four types of control architectures have been identified for automated manufacturing systems:
centralized control, proper hierarchical control, modified hierarchical control, and heterarchical (or
decentralized) control [8].

The centralized control architecture is represented by a mainframe computer that performs all
planning and information processing functions [18]. In this case, all control decisions are taken at
a unique location. This control architecture is characterized by a single component controlling all
manufacturing entities, e.g., robots, production sites, and handling systems [8]. All control architectures
have advantages and disadvantages. In centralized control, the advantages lie in the opportunity to
identify and reach a global optimization condition and to acquire information about the system from a
single component. The disadvantages are slow response and dependence on a single component and
restrictions in modifying the control software [8].

The second typology of control architecture is proper hierarchical control. In this case, different
control components are organized in a pyramidal structure [19], where every manufacturing entity
is controlled by a superior control component, but at the top of the pyramid a single component is
responsible for the whole control. The control operations are executed with a top-down strategy, while
the reports, deriving from control actions, are supplied with a bottom-up strategy. The advantages
of proper hierarchical control are less software restrictions and quicker responses, while some
disadvantages are related to the computational restriction of control entities, difficulty in applying
unexpected modifications, and the high amount of interrelations between manufacturing entities and
control components [8].

The modified hierarchical control is similar, as the name suggests, to proper hierarchical control:
the pyramidal structure of control components and the related manufacturing entities to be controlled
still exist but the level of autonomy of control components—subordinated to the global control
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component—is different. In this case, the control components in higher positions in the pyramid do not
have a rigid control on lower levels but all the control operations are coordinated. Modified hierarchical
control offers the same advantages as proper hierarchical control and furthermore, every control
component has a higher level of autonomy. In addition to the disadvantages of proper hierarchical
control, the design phase of the control system is challenging [8].

Finally, the fourth typology of control architecture is the heterarchical control. It was introduced
to overcome most of the disadvantages of the other control architectures [18–23]. The conventional
pyramidal structure of the hierarchical control architecture disappears. Every control component, as well
as manufacturing entities, communicates with the others preserving its autonomy. Heterarchical control
is a mix of local autonomy and cooperative relationships to obtain an efficient control of the system in
real time [8]. There are several advantages in applying heterarchical control: software development is
less complex, the manufacturing system is easily reconfigurable, there is a fast information exchange,
and disruptions can be easily managed due to the flexibility and reconfigurability capabilities of control
components and manufacturing entities. This control has some disadvantages since it requires a
high network capacity, it has no standards for communications, and control components could have
technical limits [8].

Centralized and heterarchical control architectures can be considered as the two opposite ends
of a continuum. In a centralized control system, there is a single decision maker, in a heterarchical
control system, every manufacturing entity can be considered as an autonomous decision maker [24].
The latter condition appears to be effective in obtaining a real flexible manufacturing system, able to
change and adapt to external changes. Even if it seems to be the most promising one [25], a study to
identify the best control architecture in various real scenarios and the circumstances that determine the
best control architecture is still required.

Furthermore, changes in the use of information and communication technologies also contributed
to the evolution of control systems architectures. The stochastic behavior of manufacturing systems
led to development of heterarchical control system [26,27].

The implementation of a heterarchical control system is possible thanks to the concept of ‘agent’
technology, able to manage the information real time [28] and create platforms that let users control the
manufacturing systems in a more dynamic way [29]. An agent is an encapsulated computer system or
computer program that is situated in some environment and that is capable of flexible and autonomous
actions to meet its design objectives or goals [30]. Thus, it is able to overcome perturbations in the
manufacturing environment autonomously, since it is able to control both its own state and the external
state of other agents [31]. In most cases, more than one agent is used inside a manufacturing system.
A MAS is used to distribute the system intelligence aiming to run the service re-configuration process
in an autonomous, modular, and decentralized mode [32]. This is used to distribute the responsibilities
of actions inside the system and create a reliable system able to accomplish tasks also in case of failures,
because there is always another agent ready to replace the failed one [30]. The typical architecture of
MAS is heterarchical, it means that different and independent control components are used as decision
makers inside a factory [10]. Therefore, the heterarchical control paradigm makes control systems
self-organized, able to manage industrial production complexity [33] and face internal and external
disruptions leading to a higher level of flexibility [34].

Several empirical studies of control systems with different aims have been found in the
literature [35,36]. Brennan and Douglas (2003) evaluate hierarchical and heterarchical control
architectures using two different metrics, i.e., the manufacturing system and the control system [37].
Moyaux and McBurney (2012) compare heterarchical and centralized control in information technology
using, as an example, climate control, for which the most energy-efficient is the most intelligent
control [38]. Other applications regard the time that trays in a manufacturing system take to reach
a specific destination [39], the test-bed experimentation to compare hierarchical and heterarchical
control [25], or even the application of centralized and heterarchical control on the Supply Chain to
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solve the bullwhip effect problem [40]. Also, the use of heterarchical control to forecast the actions of
Automated Guided Vehicle (AGV) has been investigated considering AGVs as smart agents [41].

Nowadays, manufacturing systems operate in a dynamic environment, where perturbations
and failures are frequent. A more in-depth study comparing the two main control architectures (i.e.,
centralized and heterarchical control systems) is required.

Based on these premises, this study aims to address the following research question:
RQ: Under what circumstances centralized and heterarchical control systems operate better?

3. Methodology

A comparison of centralized and heterarchical control architectures is presented in this paper to
identify their pros and cons. The starting point of the paper was the identification of the manufacturing
system on which the simulations could be carried out. To test the control principles, a physical model
of a manufacturing system was chosen [42].

Two scenarios were considered in this paper. In the first scenario, centralized and heterarchical
control were applied to assembly stations, while in the second scenario the control architectures were
tested for materials handling systems. In the first scenario, the final product is obtained assembling
2×2 yellow Lego® brick on a green one. In the second scenario the final product is obtained assembling
three metallic parts with a black plastic cover and different materials handling systems were used to
transport the elements in the manufacturing system.

Figure 1 shows the two scenarios and the control methods applied. As indicated in the conceptual
framework, the field of application of centralized and heterarchical control is different in both scenarios
even if the control principles remain the same.

According to Güldenpfennig (2011) and Leduc et al. (2006), centralized control consists in
centralized decision-making system [43,44]. In the first scenario, the assembly stations were fixed
and there were no possibilities to change the production schedule. In the second scenario, the
materials handling system was defined a priori. Conversely, heterarchical control consists in applying
the agent technology concept [30] to create flexible elements able to communicate and cooperate
autonomously [35,41]. In this latter case, the assembly stations (first scenario) and the material handling
systems (second scenario) were not defined a priori.

Basically, the theoretical centralized and heterarchical control concepts were translated as:

• Selection principle of the processing assembly station (Scenario 1);
• Selection principle of the material handling system (Scenario 2).

Thus, in the first scenario, centralized control consisted in predefining the assembly stations (AS)
(i.e., the first product was assigned to the Assembly Station 1 (AS1), the second product to Assembly
Station 2 (AS2), the third product to AS1, and so on). Conversely, heterarchical control consisted in
testing a more flexible control since the assembly stations were chosen considering their availability real
time. Whenever a raw material was released, AS1 was questioned about its availability, if it was free
the product was assembled in AS1, if not AS2 was questioned to check its availability. In cases where
both assembly stations were unavailable, a non-manufactured unit occurred. Under heterarchical
control, failures can be managed in a proper way: in the case of failure of AS1, the finished product can
be assembled in the AS2.

In the second scenario, the same principles of centralized and heterarchical control were applied.
Under centralized control, the material handling systems were predefined, whereas under heterarchical
control, the selection of the material handling system was based on its availability.

These principles were applied to the physical models for both scenarios. Afterwards, the physical
systems were used to collect data and create simulation models to widen the scope of the research work.



Appl. Sci. 2020, 10, 755 6 of 18

Appl. Sci. 2020, 10, 755 6 of 18 

EDF schematic representation 

Notation:

Centralized control Heterarchical control

Scenario1: Assembly Stations (LEGO
®
 Mindstorms

®
 EV3)

• Route planning defined by a centralised 

decision-making system (Leduc, Lawford 

and Dai, 2006)

AS1 AS2
RM

AS1 AS2

AS1

3

Decision gate 1

AS1 

available?

AS2 

available?

NO

Decision gate 2

• "agent" technology (L.van Moergestel, 2015)

• Independent and flexible elements (Ramli et 

al., 2009a)

• Communication, exchanging information and 

cooperation among agents (Ramli, 2009b)

Scenario2: Handling systems (EDF-Experimental and Digital Factory)

YES NO YES

Warehouse

Processing 

stations

5 4 3

AS1

RM

AS1 AS2

5 4 3

AS1 1

1

2

2

AS1 AS2

RM

?

3 2

?

RM

?

3 2

? 1

1

AS2

Handling 

systems

Handling 

systems

RMs RMs
EM + AGV +

RC
AGV ? AGV

RMs

AGV 

available?
EM 

available?

Decision gate

RC 

available?

YES

AGV

NO

YES

EM RC

YES

NO

RM = Raw Material

AS = Assembly Station

EM = Electric Monorail

Non-manufactured unit

Decision gate = Control application

2

3 2
??

AGV = Automated Guided Vehicle

RC = Roller Conveyor

 

Figure 1. Conceptual framework. 

4. Experimental Scenarios 

The experimental phase was carried out considering the two scenarios described above:  

Scenario 1: The experimental phase based on assembly stations control; 

Scenario 2: The experimental phase based on material handling systems control. 

Figure 1. Conceptual framework.

4. Experimental Scenarios

The experimental phase was carried out considering the two scenarios described above:
Scenario 1: The experimental phase based on assembly stations control;
Scenario 2: The experimental phase based on material handling systems control.
To test these scenarios, two physical prototypes are required. Therefore, the Lego® and the EDF

model which will be detailed below represent the physical prototypes developed to test centralized
and heterarchical control architectures described above.
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4.1. Scenario 1: Testing Assembly Stations

In the first scenario, the experiments were carried out in the assembly stations of a production line
using a physical model built with Lego® Mindstorms® EV3 and reported in Figure 2.
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Figure 2. Lego® Mindstorms® EV3 prototype.

This is a prototype of an assembly line built by the authors and programmed using the Lego®

Mindstorms® EV3 software to assemble two 2×2 Lego® bricks (one yellow on the top and one green
at the bottom) (bottom left in Figure 2).

The Lego® physical model is characterized by a modular structure and it is composed by three
modules as detailed in Figure 2 and described below:

• Module 1: Warehouses for raw materials (RM) and Main Conveyor Belt (highlighted in pink in
Figure 2). It includes two warehouses for raw materials—one for yellow Lego® bricks and the
other one for green Lego® bricks—and the Main Conveyor Belt (length: 95 cm) which connects
the warehouses for raw materials to the other modules of the processing line.

• Module 2: Assembly Station 1 (AS1) + Distribution system 1 (highlighted in yellow in Figure 2).
It includes the first assembly station—made up of two wheels rotating in opposite directions
that assemble a yellow brick on a green Lego® brick—and the first distribution system made up
of a rack moved by a medium motor which pushes all the necessary Lego® bricks towards the
assembly station.

• Module 3: Assembly Station 2 (AS2) + Distribution system 2 (highlighted in light blue in Figure 2).
It includes the second assembly station and the second distribution system working exactly as the
Module 2.

Every module is controlled by an EV3 Brick, which is the brain of the physical prototype
(highlighted in green in Figure 2). The EV3 Bricks are connected via Bluetooth, and for this kind of
connection the EV3 Bricks are divided into Master Bricks and Slave Bricks. Master EV3s and Slave
EV3s can send messages between each other via Bluetooth.
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4.2. Scenario 2: Testing Material Handling Systems

In the second scenario, the experiments were carried out to compare centralized and heterarchical
control of the material handling systems, used for the assembly process of the finished product
reported in Figure 3. In this scenario, the final product is made in the EDF laboratory of the Technische
Universität at Chemnitz (Figure 4). The EDF is divided into two sections: the Experimental Center
(including all the facilities and their components) and the Digital Center (including all the components
related to factory planning and visualization). The material handling systems available in the EDF
to move materials and components within the manufacturing plant are the electric monorail (EHB),
the AGV, and the roller conveyor (RC).
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5. Simulation Models Settings

The simulation model was developed using computer programs that let users analyze a system in
terms of procedures and efficiency, but also apply and compare different control principles on flexible
and reconfigurable manufacturing systems [45].

The Tecnomatix Plant Simulation 11.0 software by Siemens was used for the simulation of
the manufacturing system models. Two simulation models were built to compare centralized and
heterarchical control of both assembly stations and material handling systems.

5.1. Scenario 1

The simulation model reproducing the behavior of Lego® physical model is represented in
Figure 5.
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The following data were collected from the physical model to be set in the simulation model:

• Lego® pieces inter-arrival rate;
• Conveyor belt speed;
• Processing time of the Assembly Station 1;
• Processing time of Assembly Station 2.

The normal probability distribution of the processing time of the assembly stations was verified
using the probability plot method.

The Lego® simulation model was validated measuring the throughput time for both the simulation
model and the physical system. Since the variables to be compared were mean values and the variances
were unknown, the Student’s t-test was chosen to test the null hypothesis H0 (i.e., the average
throughput time of the simulation model is equal to the average throughput time of the physical
system) and the alternative hypothesis H1 (i.e., the average throughput time of the simulation model is
different from the average throughput time of the physical system).

To apply the Student’s t-test, it was necessary to verify the normal distribution of throughput time
data of both the simulation model and the physical system, and this was done using the probability
plot method.

The results of the test are shown in Table 1.
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Table 1. Student’s t-test results to validate the Lego® simulation model.

t-Test: Two-Sample Assuming Unequal Variances
Physical System Simulation Model

Mean 0.004139468 0.00413566
Variance 4.74067 × 10−11 6.4552 × 10−12

Observations (n) 10 10
Pooled Variance 0

α 0.05
Degrees of freedom (n − 1) 9

t Stat 1.640746409
P(T ≤ t) one-tail 0.06455225

t Critical one-tail 1.795884814–1.833
P(T ≤ t) two-tail 0.129104501
t Critical two-tail 2.200985159

Results show that with a significance level of 95%, it was possible to state that the Lego® Simulation
Model was valid.

Consequently, the simulation model was implemented in order to complete the research study.
The key parameter used to compare centralized and heterarchical control is the mean value of

throughput time. The lowest throughput time identify the best control architecture.
The parameters modified during the experiments are:

• Number of customer orders;
• Positioning of the applied control;
• Lego® pieces interarrival rate;
• Failures in the Assembly Station 1.

It is worth underlining that the application of heterarchical control was valid because the processing
time in Assembly Station 1 was higher than the time between the arrival of the Lego® green piece
between the black wheels and the release of the following Lego® yellow piece. Otherwise, all the
products would have been processed in the first assembly station and the application of heterarchical
control on the production system would have not made any sense.

For the first scenario, six experimental cases were considered for both centralized and heterarchical
control modifying the control variables for a total of 12 simulation scenarios (Table 2).

Table 2. Lego® simulation model parameters.

Variables
Centralized and Heterarchical Control

Architecture

1 2 3 4 5 6

Customer orders
10 � �

150 � � � �

Control positioning Storage yellow Lego® brick � � �
assembly stations � � �

Lego® pieces interarrival rate
25.8 s � � � �
10 s � �

Random failures in AS1
Absent � � � �

MTBF = 20 min and MTTR = 60 min �
MTBF = 10 min and MTTR = 10 min �

NOTE: MTBF is the mean time between failures and MTTR is the mean time to repair.

5.2. Scenario 2

The simulation model built to reproduce the assembly process carried out in the EDF is reported
in Figure 6.
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Figure 6. EDF simulation model.

It includes all the elements physically available in the factory: assembly cell, testing cell, production
cell, disassembly cell, vertical warehouse, storage and repair system, AGV, EHB, portal, transfer carriage
(3VW03), four roller conveyors. The following table (Table 3) reports the technical data of the simulation
model components.

Table 3. Technical data of EDF simulation model [43,45].

Component Description Parameter Value

Manufacturing Cells Station with roller
conveyors

Processing time 20 s
Length of conveyors 1 mt

Capacity of cell 1

Transfer systems Transfer carriage
(3VW03)

Length of the rail 5 mt
Speed of the transfer system (3VW03) 0.4 m/s

Position of the transfer system of the EHB at 0 mt
Position of the roller conveyor of 3RB01/3RB02 at 1 mt

Position of the Cell 1 at 2.5 mt
Position of the Cell 3 at 5 mt

Storage and
repair system

Dedicated repair
operations Average duration of bearing operations 20 s

Roller conveyors
3RB02/3RB04

Conveyor
Length 2 mt
Speed 0.4 m/s

Capacity 1 pallet

Roller conveyors
4RB01/3RB01

Conveyor
Length 3 mt
Speed 0.4 m/s

Capacity 1 pallet

Portal Portal crane

Length 5 mt
Width 2 mt

Conveyor speed 0.4 m/s
Position of the supplier parts at 4 mt length and 2 mt width
Position of the removal parts at 1 mt length and 2 mt width

Admitted entities Pallet and load carriages
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Table 3. Cont.

Component Description Parameter Value

Electric monorail
system (EHB)

Transporter

Conveyor speed 0.4 m/s
Total length of route Approx. 70 mt

Position of the vertical storage At 0 mt
Position of the transfer carriage (3VW03) At 32 mt

Number of vehicles 2

Vertical warehouse Space for pallets storage
Storage capacity 49 pallets

Storage dimension 7 × 7 storing positions
Storage system Chaotic

Also, in this case, after the verification and validation of the model, the parameter chosen to
test the system performance was the mean value of throughput time, while the parameters modified
during the experiments were:

• Percentage of non-compliant products;
• AGV failures.

Product non-compliance probabilities were set to:

• 0%, which means four products without failures;
• 25% which means one product with failures and three products without failures;
• 50% which means two products with failures and two products without failures;
• 75% which means three products with failures and one product without failures;
• 100% which means four products with failures.

Only the number of non-compliant products was fixed but not the order.
For this scenario, three experimental cases were considered and ten runs were launched for each

experimental case for both centralized and heterarchical control. The following table summarizes the
parameters assumed in the three experimental cases (Table 4).

Table 4. EDF simulation model parameters.

Variables
Centralized and Heterarchical

Control Architecture

1 2 3

% non-compliant products

0 � � �
25 � � �
50 � � �
75 � � �

100 � � �

Random AGV failures
Absent �

MTBF = 3 min and MTTR = 1 min �
MTBF = 9 min and MTTR = 1 min �

MTBF (Mean Time Between Failures); MTTR (Mean Time To Repair).

6. Results and Discussion

The simulations were run 20 times for each experimental condition in each scenario. The results
obtained are detailed in the following subsections.

6.1. Assembly Stations

The simulation results obtained in the first experimental environment show that it is not possible
to identify the best control architecture (Table 5).
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Table 5. Simulation results for the assembly station control. Throughput time expressed in minutes.

Experimental Case Number and Throughput
Time Results

1 2 3 4 5 6

Mean throughput time Centralized control 4.937 4.932 25.504 25.578 83.882 33.502
Heterarchical control 5.957 4.931 25.409 25.335 85.932 37.333

Non-manufactured finished
products number

Centralized control 0 0 0 0 82 80
Heterarchical control 0 0 0 0 0 0

The results of the first experimental case show that the best result was obtained by applying
centralized control, where the mean throughput time with centralized control was lower than the mean
throughput time with heterarchical control.

For the second experimental case, the mean throughput time was almost the same for both control
architectures, therefore centralized and heterarchical controls were comparable.

In the third experimental condition, the heterarchical control results were slightly better as
compared to centralized control throughput time.

The fourth experimental case was different from the third one for the position where control
was applied near the assembly stations. Also, in this case, the mean throughput time resulting from
heterarchical control was lower than the mean throughput time resulting from centralized control.
This means that the position where control was applied did not influence the results.

As for the last two experimental conditions, even if the throughput time resulting from centralized
control was lower than that of heterarchical control, the time saved was not enough to compensate for
the loss coming from the non-manufactured units. Indeed, under centralized control, in case of failure
the production system was blocked and there were almost 80 units that could not be manufactured.
Instead, under heterarchical control, it was possible to switch assembly stations in real time and process
the materials without stopping the production process.

The results obtained from the six experimental cases demonstrate that for deterministic and
predictable systems, centralized control is the best solution. However, this is an ideal condition, very far
from the manufacturing reality. As soon as a failure occurs, a more flexible control is preferred because
the time saved is not enough to cover the cost of non-manufactured units.

6.2. Material Handling System Control

The results obtained in the second experimental environment show that it is not possible to
identify the best control architecture in absolute terms. Specifically, as expected, the results obtained
in the first experimental case (Figure 7a) show that the centralized control is, for almost all the
non-compliant product percentages, better than the heterarchical control. Except for the 50% of
non-compliant products, the throughput time resulting from centralized control was always lower
than the throughput time resulting from heterarchical control (Figure 7a). When AGV failures occur
(second and third experimental case), the results of the runs do not show a homogeneous behavior
(Figure 7b,c). Sometimes centralized control is better than heterarchical controls and vice versa.
However, the throughput time results of the runs obtained under heterarchical control present a
standard deviation lower than centralized control architectures. This means that this configuration is
able to manage more efficiently uncertainties and to operate the system more steadily in not predictable
scenarios. Especially in vague situations, it can be beneficial to make the behavior respectively the
outcome of a system more predictable because promises towards customers would be more reliable,
subsequent processes could be aligned more easily, and less effort would be needed for adjustments to
keep the system stability.
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Figure 7. Simulation results for the material handling system control; (a) No AGV failures; (b) AGV
failures: MTBF = 3 min and MTTR = 1 min; (c) AGV failures: MTBF = 9 min −MTTR = 1 min.
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7. Conclusions and Future Developments

This paper deals with several features of modern manufacturing systems, from the concepts of
flexibility and re-configurability to the evolution of their control architectures. An in-depth analysis of
control architecture typologies was discussed, focusing on the comparison between centralized and
heterarchical control architectures of assembly systems and material handling systems.

In the first scenario, the results confirm that, in case of failures, heterarchical control makes the
production system more reliable. In the second scenario, the results of experiments show the advantage
of heterarchical control in case of disruptions. In both scenarios, the advantages and disadvantages of
centralized and heterarchical control implementation depend on the system conditions. More in detail,
in a deterministic scenario, centralized control is clearly preferable, but in case of internal disruptions
(e.g., machine failures), which are frequent in real situations, heterarchical control might be better. As a
consequence of the characteristics of modern manufacturing systems, internal and external disruptions
are numerous and frequent. Therefore, choosing a more flexible control system, better results might
be obtained under the right conditions in terms of demand fulfilment, customers satisfaction, waste
reduction, and cost decrease.

In terms of implications for practice, this study provides an implementation of centralized and
heterarchical control systems using simulation that is applicable also in real-world scenarios. In this
stage, combining physical models and simulation allows testing configurations that would be too
complex and risky to be tested in real scenarios. On the contrary, physical prototypes are a useful tool
for creating sensitivity, mutual understanding, for knowledge transfer, for showing but also restricting
complexity, for making use of ‘natural’ deviations and also to lower the bar for later implementation
in the real world. Similarly, digital models make it easy to investigate a wide range of scenarios by
systematic parameter variations. Therefore, the combination of physical and digital models is required
as a first steps towards creating CPS, which will be a (if not the) decisive element (or enabler) for
decentralized control.

The applicability of the findings of this study to real scenarios will be quite relevant because the
approach is very broad. The strategies investigated can be transferred to different production scenarios.
However, the level or scope of transferability is dependent on the number of products/variants,
the differences between them, the different features of the manufacturing processes simulated, and the
stability of the manufacturing processes. The superiority of decentralized over centralized control is
dependent on several factors which need to be investigated further and which are different for every
single use case in a real factory. It is recommendable to implement decentralized control in a real
scenario gradually, starting with single cells/workstations, up to lines, and the whole factory at the end.

Further research should focus on linking physical with digital models (preferably in real time) with
special attention to control parameters, developing standardized simulation models for different control
scenarios, developing general guidelines for the design of control structures and the implementation of
CPS for decentralized control (e.g., infrastructure, necessary capabilities of the digital model, general
data model, requirements on data quality, granularity, actuality).

Further studies are also required on the comparison between centralized and heterarchical
control in more complex production systems, with more assembly stations, higher finished products
diversification, diverse handling system typologies, as well as, applied control systems in order to
demonstrate the potential advantages of autonomous control systems.

Secondly, the software tool adopted in this study captures operational performance metrics,
but does not include environmental, economic, and social considerations. Future research involving
programming-based studies should aim to extend the tool capabilities and provide greater flexibility
and customizability.

Also, a detailed feasibility study including cost/complexity analysis should be performed before
implementing a control system in real scenarios. Specifically, heterarchical control systems require
significant investments in technologies (e.g., CPS and MAS) as well as costs related to the required
technology competence of employees and top management. Despite this increasing complexity,
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the literature has shown the huge potential of the smart manufacturing systems in terms of flexibility
and improved performance. These systems bring the capability to assist in managing system
uncertainties and complexities through simulation scenarios providing valuable managerial insights
prior to the deployment of smart manufacturing systems.

In conducting this study, some limitations are evident which, however, provide stimulating
insights for expanding our research stream. Firstly, this paper is based on different scenarios in
controlled experiments in a laboratory environment. In this sense, input from non-academic experts
or practitioners may provide greater insights and would further facilitate generalizability of the
provided findings.
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