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Abstract: A novel failure prediction method of the rotating machinery is presented in this paper.
Firstly, the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN)
is applied to decompose the vibration signals of the rotating machinery into a number of intrinsic
mode functions (IMFs) and a residual (Res), and the metric of maximal information coefficient (MIC)
is used to select eligible IMFs to reconstruct signals. Then, the approximate entropy (ApEn)-weighted
energy value of the reconstructed signals are calculated to track the degradation process of the rotating
machinery. Furthermore, the Chebyshev inequality is introduced to determine the prediction starting
time (PST). Finally, the auto regress (AR) model and unscented Kalman filter (UKF) algorithm are used
to predict the remaining useful life (RUL) of the rotating machinery. The method is fully evaluated in
a test-to-failure experiment. The obtained results show that the proposed method outperforms its
counterparts on failure prediction of the rotating machinery.

Keywords: failure prediction; rotating machinery; complete ensemble empirical mode decomposition
with adaptive noise; maximal information coefficient; approximate entropy; unscented Kalman filter

1. Introduction

With the development of material science and ultra-micro fabrication techniques, the rotating
machinery plays an more and more vital role in modern industry. However, the performance of the
rotating machinery would always deteriorate with time, which results in the potential for failure
occurrence. Once the failure occurs, it will not only cause huge economic losses but also lead to
catastrophic casualties and severe social impacts [1,2]. Consequently, it is important and significant to
address the failure prediction issue of the rotating machinery.

Generally speaking, the failure prediction process of the rotating machinery is commonly
divided into the two stages: the fault feature extraction stage and the remaining useful life (RUL)
prediction stage. Theoretically, the main methods for extracting fault features of the rotating machinery
can be classified into three types: time domain, frequency domain, and time-frequency domain.
Root mean square (RMS), skewness, and kurtosis are common features of time domain methods [3].
Kurtosis is commonly used to identify early fault because of its high sensitivity [4]. RMS is insensitive
to early fault, but it shows strong stability on describing the degradation process of the rotating
machinery [5]. Heng et al. first tracked the degradation of the rotating machinery with kurtosis and
skewness [6]. Features of time domain possess many merits, such as simple in computation and clear
in conception, but they are susceptible to noises. Frequency domain methods are mainly based on Fast
Fourier Transform (FFT); thus, center frequency and RMS of frequency are frequently used features.
FFT is an averaged chirp frequency feature representation of the signals over the entire time period.
Therefore, it cannot reflect frequency domain features of the signals in the local time region, so it
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is confined for the analysis of the stationary signals. Recently, the time-frequency domain analysis
method is a hot spot in this field. Empirical mode decomposition (EMD) [7–10], wavelet (WT) [11–15],
and neural network (NN) [16–18] are common means to extract time-frequency features. Qian et al.
used the improved recursive entropy as a health indicator for the performance degradation of
bearings [19]. Rai and Upadhyay combined the ensemble empirical mode decomposition (EEMD)
with the energy moment entropy to track the degradation process of bearings [20–22]. However, the
above three types of methods are based on the assumption of linearity. To some extent, vibration signals
of the rotating machinery always show a certain degree of non-stationarity and non-linearity because
of the constantly changing frictional forces, resistance forces, and loads between components of the
rotating machinery.

Currently, RUL prediction methods can be categorized into two kinds: model-based and
data-driven. The former has to set up a mathematical or physical model which can express the
degradation process of the rotating machinery. Liao et al. [23] and Oppenheimer et al. [24] adopted the
Paris crack growth model and the Forman crack growth model to predict RUL with the measured data,
respectively. Model-based methods can accurately describe the developing trend of damage variables
of the rotating machinery according to certain physical laws. However, most mathematical or physical
models can’t be updated over time, which will result the poor universality. Recently, data-driven
methods have become the research focus because they only need the historical data. Therefore,
they are quite applicable to the prediction of complex systems for its adjustability. Kalman filter [25,26],
Bayesian network [? ], and support vector machine [27] (SVM) are typical data-driven methods used
for the RUL prediction of the rotating machinery. However, all above methods are still suffering from
the deficiencies of low accuracy and the requirements of numerous historical data for training.

Aiming at shortcomings of existing failure prediction methods, this paper proposes an effective
method to track the degradation process and predict the remaining useful life of the rotating machinery.
The main innovation of this paper is summarized as follows.

(1) The complete ensemble empirical mode decom-posetion with adaptive noise (CEEMDAN),
which can overcome shortages of EMD and EEMD on modal aliasing and calculation efficiency,
is adopted to decompose the original vibration signals of the rotating machinery into a number of
IMFs and a residual.

(2) The maximal information coefficient (MIC), which can reveal the degree of association between
two variables, is utilized to select eligible IMFs and get the reconstructed signals.

(3) The approximate entropy (ApEn) is employed to achieve fault features of the reconstructed
signals and track the degradation process of the rotating machinery.

(4) A remaining useful life (RUL) prediction model by combing the auto regress (AR) model and
the unscented Kalman filter (UKF) algorithm is developed to achieve the RUL of the rotating
machinery accurately.

The paper is organized as follows. Following with the introduction, Section 2 describes details
of the proposed failure prediction method. Section 3 gives the experimental results to show the
effectiveness of the proposed method. The final section summarizes the conclusions drawn from
the results.

2. Methodology

2.1. Overview

The proposed method aims at addressing the failure prediction problem of the rotating machinery
accurately, and its functional block diagram, is shown in Figure 1.
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Figure 1. Functional block diagram of the proposed method. CEEMDAN = complete ensemble
empirical mode decomposition with adaptive noise; IMFs = intrinsic mode functions; ApEn =
approximate entropy; UKF = unscented Kalman filter; RUL = remaining useful life.

Considering that the original signals measured by the vibration sensors have much noise
interference, CEEMDAN and MIC are thus used to obtain the reconstructed signals in the fault
feature extraction stage. Then, ApEn of the reconstructed signals is achieved as the health indicator of
the rotating machinery. Details of the fault feature extraction are described in Section 2.2.

The prediction starting time, on which the rotating machinery has a slight failure but can work
for a longer period, is achieved with the Chebyshev inequality. By selecting a reasonable final failure
threshold according to the actual situation, all time slots for performing RUL prediction can be
identified. More details about initial and final failure prediction are described in Section 2.3.

In the remaining life prediction stage, an efficient RUL prediction model by the combination of
the AR model and UKF algorithm is developed to accurately obtain the RUL of the rotating machinery.
More details about the RUL prediction are described in Section 2.4.

2.2. Fault Feature Extraction Stage

Due to the changing frictional forces, resistance forces, and loads between components of the
rotating machinery, the vibration signals present nonlinear and noise disturbance characteristics.
Therefore, it is necessary to diminish the disturbing of the noise under nonlinear condition and fetch
the helpful information. In fault feature extraction stage, CEEMDAN is applied to decompose the
vibration signals of the rotating machinery into a number of IMFs and a residual.

In general, only parts of the IMFs are sensitive to the failure. To diminish the disturbing of the
noise effectively, MIC is used to select eligible IMFs to reconstruct signals with helpful information.

To describe the degradation process accurately, ApEn-weighted energy value of the reconstructed
signals is used to track the degradation process of the rotating machinery. In other words,
CEEMDAN-ApEn is the feature proposed for RUL prediction in this paper.

2.2.1. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise

Compared with the white Gaussian noise adopted in EMD and EEMD, CEEMDAN adds
the specific noise to each step of its decomposition to overcome shortcomings of EMD [28,29]
and EEMD [30]. Concretely, the IMF is achieved as the difference between the current residual
and its local mean. The number of CEEMDAN iterations is half that of EEMD, and it can accurately
decompose the signals. The process of CEEMDAN is described as follows:

(1) Add Fk

(
ω(i)

)
to the original signals X:

X(i) = X + βk−1Fk

(
ω(i)

)
, (1)
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where Fk

(
ω(i)

)
is the k-th IMF processing Gaussian white noise, and βk−1 is the signal-to-noise

radio for each procedure.
(2) Use EMD to obtain the local mean of X(i) to get the first residual r1:

r1 =
1
N

N

∑
i=1

H
(

x(i)
)

, (2)

where N is total number of sets, and H (•) is a function used to estimate the local mean of signals.
(3) Calculate the first IMF:

IMF1 = X− r1. (3)

(4) Decompose r1 + β1F2

(
ω(i)

)
and delimit the second IMF:

IMF2 = r1 − r2 = r1 −
1
N

N

∑
i=1

H
(

r1 + β1F2

(
ω(i)

))
. (4)

(5) Calculate the k-th residual rk:

rk =
1
N

N

∑
i=1

H
(

rk−1 + βk−1Fk

(
ω(i)

))
. (5)

(6) Get k-th IMF:
IMFk = rk−1 − rk. (6)

(7) Repeat Equations (5) and (6) steps until R meets the terminal condition:

R = X−
K

∑
k=1

IMFk. (7)

Therefore, X can be expressed as Equation (8), and all IMFs can be described as Y = {IMFk}, k = 1,2, ..., K.

X = R +
K

∑
k=1

IMFk. (8)

2.2.2. Maximal Information Coefficient

As a relationship measurement method, the maximal information coefficient (MIC) is proposed by
Reshef et al. [31] to reveal the correlation of variables. Therefore, MIC is applied to perform selection
of IMFs which achieved by CEEMDAN. The details of MIC are described as follows.

(1) Denote p (y1, y2) as a joint probability distribution function of two variables y1 and y2, and
mutual information of y1 and y2 is defined as:

I (y1, y2) =
∫
y1

∫
y2

p (y1, y2) log
(

p (y1, y2)

p (y1) p (y2)

)
dy1dy2, (9)

where p (y1) and p (y2) denote the marginal probability distribution function of y1 and
y2, respectively. I (y1, y2) is non-negative and I (y1, y2) = 0 iff p (y1, y2) = p (y1) p (y2).
It is obviously that the value of I is higher than zero when y1 and y2 are correlated, and the
stronger the correlation is, the larger the value of I (y1, y2).

(2) Suppose Y is consisted of a number of elements which are ordered value pairs of y1 and y2, and N
is the amount of pairs. A grid G is defined as a partition on Y, which can partition the values
of y1 in Y into a number of ny1 bins and that of y2 in Y into a number of ny2 bins, respectively.
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Denote I
(
y1, y2, Y|ny1 , ny2

)
as the mutual information of y1 and y2 on grid G with ny1 rows and

ny2 columns. The feature matrix of Y is defined as:

Υ (y1, y2|Y)ny1
,ny2

=
I∗
(
y1, y2, Y, ny1 , ny2

)
log min

(
ny1 , ny2

) , (10)

where I∗
(
y1, y2, Y, ny1 , ny2

)
= I

(
y1, y2, Y|G, ny1 , ny2

)
represents the maximum mutual

information of y1 and y2 on grid G.
(3) Furthermore, MIC of y1 and y2 in set Y with N samples is defines as follows.

M (y1, y2|Y) = max
ny1×ny2<θ(N)

{
Υ (y1, y2|Y)ny1 ,ny2

}
, (11)

where θ (N) is the upper bound of the grid size required to be selected carefully, and its suitable
value is θ (N) = N0.6.

By calculating the MIC value between each IMF and the original signals according to above steps,
IMF with MIC value larger than a threshold is selected as the eligible one, and it is added into a set of
IMF Z. Then, the signals U with helpful information can be reconstructed with all eligible IMFs in Z.

2.2.3. Approximate Entropy

Pincuss et al. proposed the concept of the approximate entropy (ApEn) to quantitatively describe
the complexity of the signals [32]. The approximate entropy is less dependent on the amount of data,
and its value is stable, and non-stationary. Today, ApEn is widely used in engineering applications.
The larger the value of ApEn, the more complicated the given time series is.

Denote U = {u (i) , i = 1, 2, ..., N} as the signals; m and r are the pattern dimension and the
similarity tolerance, which are given in advance. The value of ApEn can be obtained by the
following steps.

(1) The sequence {u (i)} is sequentially composed into an m-dimensional vector P (i):

P (i) = [u (i) , u (i + 1) , ..., u (i + m− 1)]
s.t. i = 1, 2, ..., N −m + 1

. (12)

(2) Calculate the distance between the vector P (i) and the remaining vectors P (j) for each i.

d [P (i) , P (j)] = max
k
|u (i + k)− u (j + k)| . (13)

(3) Given a threshold r (r > 0), for each value of i, count the number n of d [P (i) , P (j)] < r
and calculate the ratio cm

i (r) of n to the total number N −m + 1.

cm
i (r) =

n
N −m + 1

. (14)

(4) Calculate the logarithm of cm
i (r) and get it average value φm (r):

φm (r) =
1

N −m + 1

N−m+1

∑
i=1

ln cm
i (r). (15)

(5) Add the dimension to m + 1, and repeat steps (1)–(4) to get φm+1 (r).
(6) The value of ApEn for this sequence is:

E (m, r, N) = lim
N→∞

[
φm+1 (r)− φm (r)

]
. (16)
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In actual calculation, N is a finite value; thus, the estimation value of ApEn estimate can be
expressed as:

E (m, r, N) = φm+1 (r)− φm (r) . (17)

Generally speaking, the values of parameters are set to m = 2 and r = 0.1 ∼ 0.2SD (u), where SD
represents the standard deviation. By calculating the value of ApEn of the reconstructed signals U,
the proposed feature named CEEMDAN-ApEn is achieved, and it is used as the health indicator of the
rotating machinery.

2.3. Initial and Final Failure Prediction Stage

Throughout the life cycle, the rotating machinery will degrade continuously over time,
and gradually deteriorate from the healthy state to the failure state over a long period. Therefore,
an appropriate threshold should to be selected to identify the beginning of the degradation process.
In this paper, Chebyshev inequality is adopted to select the threshold of the initial failure.

p {|E− µk|} ≥ σ2
k

/
ε2

k, (18)

where E is the CEEMDAN-ApEn feature sequence of the rotating machinery in the same state, µk and
σk are the mean and the standard deviation of E, respectively, and εk is a real number.

In theory, Chebyshev inequality shows that for an observation sequence of the same state with a
probability distribution, all values in the sequence are close to the mean of the sequence. Therefore,
the probability that all sequence values drops into interval |µk − εk,µk + εk| is greater than 1− σ2

k
/

ε2
k.

This theory can be illustrated by the following hypothesis testing methods:

H0 : |E− µk| < εk H1 : |E− µk| > εk. (19)

Denote E0 as a value of the CEEMDAN-ApEn feature in healthy state. When |E0 − µk| ≥ εk,
the first type of mistake will be made if we reject the hypothesis H0 and identify the rotating machinery
as the failure state. According to the Chebyshev inequality, the probability of making above mistake
is α = σ2

k
/

ε2
k. By contrast, suppose E1 is a value of the CEEMDAN-ApEn feature in failure state.

When |E1 − µk| < εk, the second type of mistake will be made if we accept the hypothesis H0 and
identify the rotating machinery as the healthy state, and the probability of making above mistake is
β. If α is too large, the healthy state of the rotating machinery would be mistaken as the failure state.
On the contrary, if β is too large, the failure state of the rotating machinery would be mistaken as the
healthy state.

In practical applications, priority should be given to the prevention of the first type of mistake.
Therefore, we set εk = 5σk by α = 4%, which means that the value of CEEMDAN-ApEn feature
of the rotating machinery in the healthy state would fall into the interval [µk − 5εk,µk + 5εk] with a
confidence probability of 96%. In other words, once the value of the CEEMDAN-ApEn feature exceeds
the threshold µk + 5εk, it should be considered that the rotating machinery is already in failure state.
Therefore, µk + 5εk is the identification for the beginning of the degradation process, and prediction
starting time is the time on which the value of RUL exceeds µk + 5εk for the first time.

Final failure means the end of the rotating machinery. Therefore, it is necessary to determine
a threshold to identify the time of the final failure. Based on the analysis of the references in this
field [33,34], the threshold of the final failure ζ is usually selected according to the practice and
experience. In details, the value of the health indicator shows a sudden change when a fault occurs,
which can be used as the basis for the selection of ζ.
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2.4. RUL Prediction

2.4.1. Unscented Kalman Filter

The Unscented Kalman Filter (UKF) is an algorithm which can approximate the probability
density function of variables. Based on the unscented transformation and Kalman linear filtering
framework, UKF can address the particle degradation problem with deterministic sampling strategy.
Details of UKF is introduced as follows.

A matrix Q with 2n + 1 elements (sigma points) is generated as follows.

Qi =


µq , i = 0

µq +
(√

(n + λ) cq

)
, i = 1, 2, ..., n

µq −
(√

(n + λ) cq

)
, i = n + 1, n + 2, ..., 2n

, (20)

where µq and cq are the mean and the covariance of n-dimensional random variables. λ = α2 (n + κ)− n
is the scale factor, where κ should satisfy the condition of the matrix (n + λ) cq being a semi positive
definite matrix.

Then, each sigma point should be modified as follows.
W j =

{
λ
/
(n + λ) , j = 0

1
/

2 (n + λ) , j = 1, 2, ..., 2n

W j
c =

{
λ
/
(n + λ) +

(
1− υ2 + τ

)
, j = 0

1
/

2 (n + λ) , j = 1, 2, ..., 2n

(21)

where W j and W j
c represent the weights of mean and covariance, respectively. υ is the zooming factor,

and τ contains higher order moment information for the prior distribution.
Suppose the state space model of the nonlinear system is as follows.

sk+1 = f (sk) + wk, (22)

ok = h (sk) + vk, (23)

where sk is n-dimensional state vector, and ok is observation vector. f (•) and h (•) are the state
transition function and measurement function, respectively. wk and vk represent uncorrelated
zero-mean white noise, in which the covariance is csk and cok, respectively.

Suppose Oi = f
(
Si) is the output of above nonlinear system with the input Si, and µo and co

are its mean and covariance, respectively. UKF is divided into a prediction step and an update step.
The prediction step is introduced as follows:

Si
k|k−1 = f

(
Si

k−1|k−1

)
, i = 0, 1, ..., 2n, (24)

Oi
k|k−1 = h

(
Si

k|k−1

)
, i = 0, 1, ..., 2n, (25)

ŝk|k−1 =
2n

∑
i=0

WiSi
k|k−1, (26)

ôk|k−1 =
2n

∑
i=0

WiOi
k|k−1, (27)

ck|k−1 = csk +
2n

∑
i=0

Wi
c

(
Si

k|k−1 − ŝk|k−1

) (
Si

k|k−1 − ŝk|k−1

)T
. (28)
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The update step is described as follows.

co = cok +
2n

∑
i=0

Wi
c

(
Oi

k|k−1 − ôk|k−1

) (
Oi

k|k−1 − ôk|k−1

)T
, (29)

cso =
2n

∑
i=0

Wi
c

(
Si

k|k−1 − ŝk|k−1

) (
Oi

k|k−1 − ôk|k−1

)T
, (30)

Kk = csoc−1
o , (31)

ŝk|k = ŝk|k−1 + Kk

(
ok − ôk|k−1

)
, (32)

ck|k = ck|k−1 − KkcoKT
k . (33)

2.4.2. AR-UKF Prediction Model

To predict RUL of the rotating machinery, the state transition function, which can accurately
describe the entire degradation process, should be set up in advance. In fact, the state of the rotating
machinery behaves in temporal correlation; thus, the value of the health indicator of the current time
depends on that of the previous time. Therefore, the Autoregressive (AR) model, which can predict of
the future data of the random variable using its historical data, is adopted to set up the state transition
function as follows.

sk =
p

∑
j=1

ajsk−j + wk−1, (34)

where aj (j = 1, 2, ..., p) is the coefficient which indicates the importance of each historical data on
generating the prediction data. p is the order of the AR model, which can be achieved by applying
AIC rule and Burg algorithm. w is the process noise.

Furthermore, the measurement function is introduced as follows.

ok = sk + vk (35)

where v is the measurement noise. To predict RUL of the rotating machinery, it is necessary to calculate
the actual state s by using the observation o.

In this paper, UKF is adopted to estimate the state of the rotating machinery with the proposed
CEEMDAN-ApEn feature. The flow diagram of the proposed AR-UKF prediction model is shown in
Figure 2, and its specific steps are as follows.

(1) Calculate the proposed CEEMDAN-ApEn feature according to the method proposed in Section 2.2.
Obtain the prediction starting time (PST) and the threshold of the final failure using the method
proposed in Section 2.3.

(2) Start RUL prediction by setting T = PST.
(3) At the time T, select n data samples of the CEEMDAN-ApEn feature on time slots

{T − n + 1, T − n + 2, ..., T} to construct the AR model.
(4) Use UKF to perform multiple steps prediction on time slots {T + 1, T + 2, ...} until the predicted

value is greater than the threshold of final failure ζ. Suppose the time corresponding to above
predicted value is T + m; thus, m is the predicted RUL at the time T.

(5) Repeat Equations (3) and (4) by setting T = T + 1.
(6) Finally, the predicted RUL value obtained at each time is used to plot a RUL curve.
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Begin

Determine PST and the threshold 

of final failure ζ 

Construct AR model with a 

number of n ApEn data samples 

before time T, and set t = T

Use the UKF to predict the state 

of the system at time t+1

Predicted value >  ζ 

End

t=t+1

Yes

Start RUL prediction since PST

T = PST

No

Calculate RUL at time T

T = T + 1

The value of ApEn 

at time T >  ζ 

Yes

No

Figure 2. The flow diagram of RUL prediction based on Autoregressive (AR)-UKF model. PST =
prediction starting time.

3. Experiment and Results

3.1. Experimental Setup

To verify the ability of the proposed method on failure prediction of the rotating machinery,
vibration signals data collected by the NSF I/UCR Center are utilized in this paper. The framework
of the experimental system is shown Figure 3. By using the spring mechanism, the system was run
fixed at 2000 r/min, and a 6000-lb radial load was placed onto the shaft and bearing. Four bearings
(bearings 1–4, model: ZA-2115, 16 rollers in each row, pitch diameter: 2.815 in, roller diameter:
0.331 in, tapered contact angle: 15.17◦) were installed on the shaft, and lubricated with an oil
circulation system that regulated the flow and the temperature of the lubricant. A magnetic plug
installed in the oil feedback pipe was adopted to collect debris from the oil as evidence of the bearing
degradation. When the accumulated debris adhered to the magnetic plug exceeded a certain level,
the test terminated by turning off the power. Accelerometers (model: PCB 353B33 high sensitivity
quartz ICP) were mounted on bearing housing and four thermocouples were attached to the outer race
of each bearing to record the temperature. The vibration signals were collected by a data acquisition
system. The sampling rate was fixed to 20 KHz, and 20,480 data points were recorded in each data file.

From 10:32, 12 February 2004 to 6:22, 19 February 2004, vibration signals of bearings were recorded
in a number of 984 files with a time interval of 10 min. At the end of experiments, an outer race fault
occurs in bearing 1.
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Bearing 1 Bearing 2 Bearing 3 Bearing 4

Motor

Accelerometers Radial Load Themocouples

Figure 3. Bearing test-to-failure experiment system.

3.2. Fault Feature Extraction and Selection

As mentioned in Section 2.2, CEEMDAN is applied to decompose the vibration signals X into a
series of IMFs and a residual. It is well known that an eligible IMF contains helpful information of the
original signals, which means they are strongly related. By contrast, an ineligible IMF has randomness
and fuzziness, which means it is weakly related with the original signals. Considering that MIC can
measure the strengthen of the correlation, it is thus adopted to determine the effectiveness of IMFs.
Moreover, an appropriate threshold γ is introduced to select all eligible IMFs as follows.

γ = β×M (X, Ω) , (36)

where Ω is Gaussian distributed with zero mean and unit variance, and M (X, Ω) is the MIC value
between the original signals X and the random vector Ω. It should be noted that β is a scaling factor
used to overcome the random factor. If the weak correlation between the IMF and the original signal
is ignored, a relatively large β can be chosen. Otherwise, a small β is adopted. After testing the
performance for various values of β, we found β = 1.5 is appropriate for the selection of eligible IMFs
in our work.

Figure 4 shows the original signals of the first data file, and all IMFs achieved by CEEMDAN are
shown in Figure 5. With the definition of the threshold γ, the IMF with MIC value larger than γ is
selected as the eligible one. For the first data file, Table 1 shows the MIC values of all IMFs achieved
by CEEMDAN. The averaged MIC value between the original signals X and the random vector Ω is
M (X, Ω) = 0.0479; thus, the threshold is set to γ = 1.5× 0.0479 = 0.07185.
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Figure 4. The original signals of the first data file.
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Figure 5. IMFs of the original signals achieved by CEEMDAN.

As shown in Table 1, IMFs numbered as 1, 2, 3, and 4 are selected to reconstruct the signals because
their MIC values are greater than γ. Figure 6 shows the reconstructed signals with eligible IMFs. Then,
the approximate entropy (ApEn) of the reconstructed signals is calculated as the health indicator of
the rotating machinery. In other words, CEEMDAN-ApEn is the new proposed feature for failure
prediction. Figure 7 shows the degradation curve based on the proposed CEEMDAN-ApEn feature.

Table 1. The MIC values of IMFs.

IMFs 1 2 3 4 5 6 7

MIC 0.2939 0.1643 0.1767 0.0987 0.0574 0.0502 0.0576

IMFs 8 9 10 11 12 13

MIC 0.0610 0.0514 0.0535 0.0587 0.0688 0.0685



Appl. Sci. 2020, 10, 2056 12 of 18

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

Time (s)

A
m

pl
itu

de
 (

V
)

Figure 6. The reconstructed signals with eligible IMFs.
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Figure 7. The degradation curve based on CEEMDAN-ApEn.

As shown in Figure 7, the degradation curve is smooth at the initial period, which means the
bearing is in normal condition. With the continuous growth of the running time of the bearing,
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the curve shows an upward trend, which means the gradual degradation of performance. At the final
period, sharp fluctuation of the curve represents that the bearing appears a failure, and that is the end
of the bearing. In summary, the proposed CEEMDAN-ApEn feature can reveal the entire life cycle of
the bearing.

To describe the degradation process of the rotating machinery accurately, an effective feature
should satisfy the following three conditions [35,36].

(1) The feature should vary with degradation process gradually, thus maintaining a certain correlation
with time.

(2) The feature should show a consistent increasing or decreasing characteristics throughout the
life cycle.

(3) The feature should be robust to outliers.

Therefore, correlation, monotonicity and robustness are three metrics used to evaluate the
performance of the proposed feature. Among them, the correlation metric is adopted to measure
the correlation strength between the feature sequence and the time series, the monotonicity metric
can describe the apparent degree of the feature sequence’s continuous increasing or decreasing,
and the robustness metric is used to reveal the feature sequence’s tolerance to noise interference or
abnormal signals.

Suppose E = [e (1) , e (2) , ..., e (K)] is the feature sequence, and T = [t1, t2, ..., tK] is a time series.
e (tk) represents the feature value at time tk, and K represents the total time length. The feature
sequence is divided into two parts by the moving average method as follows.

e (tk) = eT (tk) + eR (tk) , (37)

where eT (tk) is the stationary trend part, and eR (tk) is the random margin part. The correlation
between E and T is remarked as Corr (E, T), the monotonicity and robustness of E is marked as
Mon (E) and Rob (E), respectively.

Corr (E, T) =

∣∣∣∣K ∑
k

eT (k) tk − K ∑
k

eT (k) tk ∑
k

tk

∣∣∣∣√√√√[K ∑
k

eT (k)2 −
(

∑
k

eT (k)
)2
] [

K ∑
k
(tk)

2 −
(

∑
k

tk

)2
] , (38)

Mon (E) =
1

K− 1

∣∣∣∣∣∑k
δ (eT (k + 1)− eT (k))−∑

k
δ (eT (k)− eT (k + 1))

∣∣∣∣∣ , (39)

Rob (E) =
1
K ∑

k
exp

(
−
∣∣∣∣ eR (k)

e (k)

∣∣∣∣), (40)

where δ (•) is a simple unit step function, which can be expressed as follows.

δ (x) =

{
1, x ≥ 0
0, x < 0

. (41)

It is obvious that above three metrics vary in the interval [0,1]. However, a single metric can only
measure certain aspect of the feature for failure prediction. To test the performance of the proposed
feature comprehensively, a weighted combination metric should be constructed to fuse above three
metrics, which is specifically expressed as:

J = ω1Corr (E, T) +ω2Mon (E) +ω3Rob (E)

s.t. =

{
ωi > 0

∑
i
ωi = 1 , i = 1, 2, 3

, (42)
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whereωi represents the importance weight of i-th metric. Because the monotonic trend has the greatest
impact on the results of the RUL prediction, the importance weights are thus set to 0.2, 0.5, and 0.3
for correlation, monotonic, and robustness, respectively [35,36].

To illustrate the performance of the proposed feature, a comparison between other features
(Kurtosis, RMS, ENTR [19], ApEn, and EEMD-EMTR [20]) and the proposed CEEMDAN-ApEn feature
is carried out, and the results are shown in Table 2. As it shown, all above features can achieve good
performance on robustness because their values are close to 1. Among them, RMS and the proposed
CEEMDAN-ApEn features outperform others, which means they are robust to outliers. Furthermore,
RMS achieves the best performance on monotonicity because it adopts an average strategy to reduce
the random errors. It is worth mentioning that the proposed CEEMDAN-ApEn feature has a higher
value on monotonicity; thus, it is applicable for continuous degradation tracking of the bearing. It is
remarkable that the proposed CEEMDAN-ApEn feature achieves the best performance on correlation.
Therefore, it can be utilized to perform RUL prediction of the bearing. In summary, the proposed
CEEMDAN-ApEn feature has the highest value on the weighted combination metric, which means it
can keep excellent balance among all influence factors of the failure prediction.

Table 2. The performance of all kinds of features. RMS = root mean square.

Features Corr (F, T) Mon (F) Rob (F) J

Kurtosis 0.5589 0.0356 0.9573 0.4221
RMS 0.6596 0.0945 0.9837 0.4743

EEMD-EMTR 0.7266 0.0193 0.9748 0.4474
ENTR 0.7431 0.0051 0.8315 0.4006
ApEn 0.7509 0.0234 0.9666 0.4518

CEEMDAN-ApEn 0.8321 0.0641 0.9802 0.4925

3.3. Initial and Final Failure Prediction

During the entire life cycle, the bearing will degrade continuously over time, and gradually
changes from the healthy state to the failure state over a long period of time. Therefore, the threshold
of the initial failure should be set to achieve the prediction starting time, and the threshold of the finial
failure should also be set to end the prediction process.

As shown in Figure 7, the threshold of the initial failure is set as 0.8963 by using the Chebyshev
inequality described in Section 2.3, and the degradation process starts from the 538th point, which is
also named as PST. It is obvious that the degradation curve has a significantly sudden-changing at the
701st data point; thus, it is used as the final failure point, and the corresponding CEEMDAN-ApEn
value (1.3251) is set as the threshold of the final failure.

3.4. RUL Prediction

The RUL prediction of the bearing starts from PST and ends at the data point where the value of
the CEEMDAN-ApEn feature exceeds the threshold of the final failure for the first time. To illustrate
the good performance of the proposed AR-UKF model, AR-PF model is also constructed. With the
combination of AR model and particle filtering (PF) algorithm, AR-PF model has been adopted to
resolve RUL prediction problem in many fields [19,37–40].

At the very beginning, a number of n = 40 data points from 538 to 577 is adopted to set up
the AR model, and UKF is used to perform RUL prediction of the bearing as described in Figure 2.
Because the predicted value of the CEEMDAN-ApEn feature exceeds the threshold of the final failure
(1.3251) at the 124th data point, the predicted RUL at data point 578 is thus 1240 min (124 × 10 min)
because the interval between neighbor data points is 10 min.

By repeating above process at each data point, a RUL curve can be achieved as shown in Figure 8,
wherein the horizontal ordinate represents current time for prediction, and the vertical ordinate
represents the corresponding real and predicted RUL. Obviously, the predicted RUL values of the
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proposed AR-UKF can follow the developing trend of the real RUL values accurately. By contrast,
the predicted RUL values of the AR-PF model are more fluctuate, which means the uncertainty of
prediction results.
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Figure 8. The RUL prediction curve of different models.

To quantify the performance of the proposed AR-UKF model, results about the predicted RUL are
assessed by the average error (AE) and root-mean-square error (RMSE), which are expressed as follows.

AE =
1
N

N

∑
i=1

∣∣RULp (i)− RULr (i)
∣∣, (43)

RMSE =

√√√√ 1
N

N

∑
i=1

(
RULp (i)− RULr (i)

)2, (44)

where RULp and RULr are the predicted and the real RUL values, respectively, and N is the number
of predicted points. The results are listed in Table 3.

Table 3. Quantitively evaluation results of different models. PF = particle filtering.

Metrics AR-PF AR-UKF

AE (unit: hour) 0.2240 0.0093
RMSE (unit: hour) 0.2959 0.0394

As shown in Table 3, it is obvious that the values of AE and RMSE of the proposed AR-UKF
model are less than that of the AR-PF model. Therefore, the proposed AR-UKF model can achieve
RUL prediction task of the bearing accurately.
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4. Conclusions

To resolve failure prediction problem of the rotating machinery, a novel method was developed
in this paper. Because CEEMDAN not only can overcome the mode mixing effect of EMD but also
should be able to avoid the decomposition errors caused by white noise in EEMD and CEEMD, it was
applied to the original vibration signals to get a series of IMFs, and all eligible IMFs were selected
by MIC to reconstruct the signals with helpful information. A feature named CEEMDAN-ApEn
was proposed to describe the entire degradation process of the rotating machinery. Compared with
existing features in this field, the new proposed CEEMDAN-ApEn feature can maintain an good
balance among all influence factors of failure prediction. An efficient RUL prediction model by the
combination of the AR model and UKF was developed to obtain the RUL of the rotating machinery.
The experimental results show that the proposed method is beneficial and suitable for failure prediction
of the rotating machinery.

It should be noted that the threshold of the final failure is an important parameter for the
proposed failure prediction method, and now it is selected according to the practice and experience.
Considering the diversity of the rotating machinery, future work will be devoted to select the
appropriate value of this parameter adaptively. Moreover, the proposed method will be applied
to real cases study concerning the failure prediction of the rotating automaton.
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