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Abstract: With the development of science and technology, inspection robots have attracted more
and more attention, and research on the automatic reading of pointer instruments through inspection
robots has become particularly valuable. Aiming at the problems of uneven illumination, complex
dial background and damping fluid interference of the collected instrument images, this paper
proposes a dial gauge reading algorithm based on coordinate positioning. First, the multi-scale
retinex with color restoration (MSRCR) is applied to improve the uneven illumination of the image.
Second, a circle detection algorithm based on the arc-support line segment is proposed to detect the
disc to obtain the coordinate of the center and radius of the circle. Then, a pointerless template is
used to obtain the pointer, and the concentric circle algorithm is applied to locate the refined pointer.
Finally, the automatic reading is calculated using the relative position of the pointer and the zero
scale. The experimental results prove that the proposed algorithm can accurately locate the center of
the circle and the pointer and obtain readings automatically.

Keywords: coordinate positioning; MSRCR; arc-support line segment; substation pointer instrument

1. Introduction

With the rapid development of the national economy, the demand for electricity in
modern society is increasing. Therefore, the power industry has put forward higher and
higher requirements for the safe, reliable and stable operation of power systems. Any error
in the power system may lead to the occurrence of power accidents, which endangers the
stability and routine operation of the whole power system [1]. The operating status of the
equipment in a substation is judged based on each measurement datum. In order to ensure
the safe and stable operation of a substation, the meters must be inspected regularly and
repaired in time. However, the traditional inspection method is usually manual inspection,
which brings problems of low efficiency, low precision and increased time consuming.
In addition, the staff’s vision, attitude and other personal factors will also affect the
reading results. In some inclement weather, when real-time readings cannot be performed
manually, it may affect the operation of the entire substation [2,3]. The further development
of computer technology and the improvement of the smart grid make the intelligentization
of substations a future development trend. At present, more and more substations use
inspection robots for inspections, instead of manual inspections, which suffered from heavy
and dangerous tasks. The inspection robot is equipped with visible light cameras, infrared
thermal imaging cameras and other devices to realize the intelligent identification and
linkage of the facilities in the station. At the same time, multiple inspection modes are
adopted to realize 7*24 h unmanned inspections [4]. It can also achieve real-time data
collection, data transmission and intelligent early warnings, which ensure the safe and
stable operation of the power grid [5]. Therefore, robot inspections in substations will
surely replace manual inspections. Dial gauges with a simple structure, good cold-proof
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and waterproof performance are utilized in the electromagnetic interference environment
of the substation. In addition, the barometers and thermometers used in substations
commonly are suitable for mechanical pointer structures. A large number of dial gauges
are used in substations, and they will be irreplaceable for a long time. The realization
of the automatic reading of pointer instruments is a necessary condition for intelligent
substations. Therefore, it has broad research prospects.

Many automatic reading algorithms of dial gauges based on machine vision have been
proposed. Guan Yudong et al. [6] detected the position of the industrial resistance meter by
using the image difference after image preprocessing. Zhijuan Yang et al. [7] proposed a
method of meter identification based on the area cumulative histogram. The position of the
meter is obtained through the calculation of the histogram. This method is not to obtain
the instrument directly from the image, as there will be errors in the conversion process,
causing low reading accuracy. Yang Jian et al. [8] used a cloud based visual attention
objects detection method to extract the interest pointer area, and then used the projection
method to obtain the pointer deflection direction and angle for calculation. It reduced the
effect of illumination but increased the amount of calculation, which leads to low efficiency.
Zheng Chao et al. proposed a novel reading method in [9], which can identify meter images
under different brightness intensity and camera angles, and has good robustness. In order
to prevent the collected meter from being deformed, Ma Yifan et al. [10] presented an eight
chain code shape to represent the pixel image shape, and used a binarization threshold
determination method based on the symmetry degree to solve the pointer interference.
Although the threshold-based segmentation method is efficient, it is easily affected by
light. A reading method of analog multimeters was proposed by Chen Yung-Sheng et al.
in [11], which mainly depends on information from the arrow on the function selector
and the pointer on the instrument meter. The schemes of edge-based geometric matching
and pyramidal gradient matching are used to detect the regions of interest. The mapping
relationship between the function selector and the selector arrow, as well as that between
the instrument meter and the pointer, are built and formulated to finally read the A-meter.
This method is robust, but it can only be applied to specific instrument characteristics.
Bao Haojing et al. [12] applied the multiple dial gauge measurement method based on the
inverse perspective mapping. The inverse perspective method was used to eliminate the
influence of the angle on the readings. The visual inspection method was used to measure
the processed image and obtain the meter reading. This method has high reading accuracy
under the system which can control the brightness, but it has poor robustness in industrial
fields where the measurement environment is complicated.

In recent years, deep learning has been applied in this field and provided excellent
results. Hung Mao-Hsiung et al. [13] used a method of using frame training and testing to
detect pointers. The gray level sub-sampling along the tick marks generates a 1D signal
and local maximums on the 1D signal that are used to calculate the meter reading. Cai
Weidong et al. proposed a new virtual sample generation technology in [14]. It solved
the problem of generating a large number of images from a small number of real samples
to train the recognition, and then obtained readings by analyzing the key information
of the instrument images. He Peilin et al. [15] improved the Mask-RCNN network and
used PrRoIPooling instead of RoiAlign to improve the accuracy of segmentation. The
improved Mask-RCNN was introduced to divide the dial and pointer area; then, fitted the
pointer and judged the meter type at the same time; and, finally, used the angle method to
calculate the reading. Li Zhu et al. [16] applied a novel algorithm for the adaptive detection
of different dial gauges, which solved the problems of light affecting the accuracy and
robustness of the shooting angle. It introduced deep learning technology to detect the scale
value and text on the meter. After obtaining the text box, the center coordinates in the text
box were adopted to correct the image to eliminate the influence of the shooting angle on
the reading. A meter classification method based on Faster R-CNN was proposed by Xin
Zhang et al. in [17]. Image processing of the positioned dial gauge image was operated to
calculate a more accurate pointer reading. Algorithms based on deep learning have a high
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accuracy in detecting instruments, but they require a lot of time to train in the early stage.
This method is not universally applicable to workplaces such as substations that require
real-time detection and real-time warning.

In summary, the above research is aimed at a single instrument problem and does
not involve the problems of uneven illumination, complex background and damping fluid
interference at the same time. Pointer instrument detection is mainly divided into the
following three steps: instrument detection, scale segment positioning and pointer fitting.
When performing these steps, it will be affected by the light, the complicated background
of the dial and the damping fluid. In order to solve the above problems, this paper proposes
an automatic reading algorithm for dial gauges based on coordinate positioning.

In general, the automatic reading algorithm based on coordinate positioning comprises
two parts. One part is the coordinate extraction. This mainly includes the coordinate of the
center and pointer of the dial. The other is the automatic recognition of the reading. The
final reading result is obtained according to the relative position of the point on the dial.
The automatic reading algorithm proposed in this paper falls into the following four steps:

(1) The enhancement of the image: The image preprocess step by using the MSRCR
algorithm to reduce the influence from the brightness.

(2) The location of the center: First, in the entire image, all the straight lines can be
determined using an LSD straight line algorithm. Then, the arc-support segment can
be selected from these straight lines. Finally, according to the selected arc-support
segments, the centers and the radius of the circle dial can be obtained.

(3) The location of the pointer: The pointer is first extracted using the pointer-free
template. By using a thinning algorithm and producing the concentric circle of the
center, the position of the pointer in the dial is determined.

(4) The automatic reading: The indicating value is calculated according to the relative
pointer position in the dial automatically.

2. Automatic Reading Algorithm of Dial Gauge Based on Coordinate Positioning

The automatic reading process of the dial gauge on the inspection robot is shown in
Figure 1. An image of the instrument is taken by the visible light camera on the inspection
robot. Then, the reading is identified according to the automatic reading system, and the 3G
or 4G network is used to transmit the reading result to the background monitoring center.
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Figure 1. Automatic reading based on machine vision.

In this section, the steps of the proposed method for the automatic reading of dial
gauges in substations are described in detail. The procedure for the operating steps is
illustrated in the flowchart shown in Figure 2. First, apply the MSRCR algorithm to enhance
the image, improve the image contrast and ensure that the subsequent algorithm processing
is not affected by light. Second, use circle detection based on arc-support line segments to
detect the disc, and accurately locate the center and radius of the circle. Next, refine the
pointer extracted using the subtraction method, making a circle with the center of the circle
and an appropriate radius. Then, the coordinates of a point on the pointer can be obtained
from the intersection of the circle and the pointer. Finally, calculate the reading based on
the relative position of the pointer on the dial.



Appl. Sci. 2021, 11, 6059 4 of 15

Appl. Sci. 2021, 11, x FOR PEER REVIEW 4 of 15 
 

the image, improve the image contrast and ensure that the subsequent algorithm pro-

cessing is not affected by light. Second, use circle detection based on arc-support line seg-

ments to detect the disc, and accurately locate the center and radius of the circle. Next, 

refine the pointer extracted using the subtraction method, making a circle with the center 

of the circle and an appropriate radius. Then, the coordinates of a point on the pointer can 

be obtained from the intersection of the circle and the pointer. Finally, calculate the read-

ing based on the relative position of the pointer on the dial. 

Image taken by 
the camera 

Image 
enhancement by 

MSRCR 

Fit the dial based 
on arc-support 
line segment

Obtain the pointer 
by subtraction 

method

Refine the pointer

Position pointer 
by  concentric 

circle algorithm

Use angle method 
for reading

Get the 
center 

coordinates 
and radius 
of the dial

Get the 
coordinates of 

the point

 

Figure 2. The flow chart of the algorithm. 

2.1. Image Enhancement 

Many factors influence the level of brightness, such as weather, time, indoor or out-

door, etc. For example, the brightness level will be particularly strong when the weather 

changes. It is an effective method to use the MSRCR to enhance color images that lack 

brightness [18]. The theoretical underpinning of the MSRCR algorithm is that the color of 

the object is not affected by the non-uniformity of illumination. The main idea of the 

MSRCR algorithm is to calculate the brightness image from the original image effectively. 

Therefore, the MSRCR algorithm has the characteristics of color constancy. Since the 

MSRCR algorithm is based on the single-scale Retinex (SSR) and the multi-scale Retinex 

(MSR), SSR and MSR will be introduced first. The single-scale Retinex (SSR) algorithm is 

as follows [19,20]: 

( ) ( ) ( ) ( ), log , log , ,i i iR x y I x y F x y I x y= −     (1) 

where Ri(x,y) is the Retinex output, Ii(x,y) is the distribution in the ith spectral band, “*” 

indicates the convolution operation and where F(x,y) is the following surround function: 

Figure 2. The flow chart of the algorithm.

2.1. Image Enhancement

Many factors influence the level of brightness, such as weather, time, indoor or outdoor,
etc. For example, the brightness level will be particularly strong when the weather changes.
It is an effective method to use the MSRCR to enhance color images that lack brightness [18].
The theoretical underpinning of the MSRCR algorithm is that the color of the object is not
affected by the non-uniformity of illumination. The main idea of the MSRCR algorithm is
to calculate the brightness image from the original image effectively. Therefore, the MSRCR
algorithm has the characteristics of color constancy. Since the MSRCR algorithm is based
on the single-scale Retinex (SSR) and the multi-scale Retinex (MSR), SSR and MSR will be
introduced first. The single-scale Retinex (SSR) algorithm is as follows [19,20]:

Ri(x, y) = log Ii(x, y)− log[F(x, y) ∗ Ii(x, y)] (1)

where Ri(x,y) is the Retinex output, Ii(x,y) is the distribution in the ith spectral band, “*”
indicates the convolution operation and where F(x,y) is the following surround function:

F(x, y) = Ke−γ2/c2
(2)

where c is the Gaussian surround space constant, r2 = x2 + y2, and K satisfies Equation (3),
as follows: x

F(x, y)dxdy = 1 (3)
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Multi-scale Retinex (MSR) is adopted for Gaussian filtering on an image at different
scales, and then a weighted average of the filtering results is performed to obtain the output
image. The MSR is defined as follows:

RMSRi =
N
∑

n=1
ωnRni

=
N
∑

n=1
ωn[log Ii(x, y)− log(Fn(x, y) ∗ Ii(x, y))]

(4)

where n is the number of scale parameters; if n = 1, it is SSR, which is the weight of the
nth scale.

The standardized scaling function of MSR is defined as follows:

Fn(x, y) = Ke−r2/c2
n (5)

The SSR and MSR algorithms may result in excessive noise in the image, distorting
the color of the local details of the image which may fail to show the true color of the
object. Therefore, on the basis of MSR, MSRCR introduces a color restoration factor, C, to
compensate for the defect of color distortion caused by the contrast enhancement of the
local area of the image, which improve the robustness of the algorithm [21], as follows:

Ci(x, y) = β

[
log(αIi(x, y))− log

(
N

∑
i=1

Ii(x, y)

)]
(6)

where C is the gain constant and α is an adjustment factor.
Finally, by using the Equations (1), (4) and (6), the equation of MSRCE can be written

as follows:

RMSRCRi (x, y) = G{Ci(x, y)[log(Ii(x, y))− log(Ii(x, y) ∗ Fn(x, y))] + b} (7)

where G is a gain and b is an offset coefficient, which are used to display the final image
well on the screen. Some basic parameters of MSRCR are shown in Table 1.

Table 1. The parameter table of MSRCR.

Constant N C1 C2 C3 b α β ωn

Value 3 15 80 250 −30 125 46 1/3

2.2. Center Positioning Based on Arc-Support Line Segment

At present, the detection methods of a circle mainly contain Hough Circle Transform
(CHT), Random Sample Consensus (RANSAC) and line segment method. CHT is first
proposed, but it is inefficient and occupies a large amount of memory. Additionally, it is
sensitive to noise. RANSAC is much more time/costs effective than CHT, at the same time,
it has unnecessary calculations that may lead to false detection. A line segment detector
with a false detection control (LSD) is a typical representative of the line segment method. It
fits the approximate curve using a straight line, but there will be a large number of useless
line segments during the detection process, which would result in a long calculation
process [22].

2.2.1. Circle Detection

To solve these problems, this paper proposes a circle detection method based on
arc-support line segments to extract the center and radius. First, obtain straight lines from
the image by using the LSD straight line detection algorithm, and then extract the centers
and radius of the circle that was determined by the arc-support line segment. Finally, verify
the fitting of the circle through the least square method.
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Let us introduce the definition of the arc-support line segment first. Assuming an arc
on a circle, the end points are A and B, respectively. Therefore, the straight-line segment
AB is the arc supporting line segment. The arc-support line segment is shown in Figure 3.
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Figure 3. Arc-support line segment.

Due to the randomness of the line segment pairing, it is necessary to judge whether
the line segment pair comes from different circles according to the directionality of the
arc-support line segment [23]. Figure 4 shows the area range of a pair of arc-support line
segments. It is obvious that {L1, L3} and {L1, L4} belong to different circles. As shown in
Figure 4, although L3 is in the reasonable area of L1, L1 is not in the area of L3; therefore, it
cannot be paired. Only L1 and L2 can be paired within a reasonable area of each other [24].
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Therefore, we have the following:

→
AC ·

→
ARCL1 > ρd

→
AD ·

→
ARCL1 > ρd

→
CA ·

→
ARCL2 > ρd

→
CB ·

→
ARCL2 > ρd

(8)

where the
→

ARCLi is the normalized arc-support direction vector of Li (i = 1 or 2). ρd is
distance threshold.

The intersection of the vertical bisector of the line segment L1, L2 is detected as the
center of the circle O. Assume that R1 and R2 are the distances from O to the pair of line
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segments {L1, L2}, respectively. If the radial distance tolerance εrd is satisfied, the radius R
is the average value of R1, R2. Therefore, we have the following:

R =
R1 + R2

2
, |R1 − R2| < εrd (9)

After the above calculations, a series of center O and radius R can be obtained, that is,
the detection of the initial circle is complete.

2.2.2. Circle Fitting and Verification

In fact, after the initial circles are detected, the initial circles need to be screened so as
to remove the repeated circles according to the non-maximum value suppression by the
mean shift clustering. Then, we use the least square method to fit the circle. It establishes
the best function to find the best result. Finally, verify circle detection results according to
the number of edge pixels and the degree of completion of the circle. The number of edge
pixels is related to the radius of the circle; therefore, the ratio threshold Tni is used, and the
completeness of the circle is Tac.

The center of the dial detection algorithm is as follows:

1: Use an LSD line detection algorithm to obtain a series of lines;
2: Judge whether the straight line belongs to the arc-support line segment on the circle using
formula (8);
3: Pair the two arc-support line segments to determine the centers and radii of the circles;
4: Use non-maximum value suppression to remove the repeated circles;
5: Use the least square method to fit the remaining circles;
6: Verify the circles.

2.3. Pointer Positioning

Due to the complex background of the dial, the direct extraction of the pointer will
produce a lot of errors; therefore, this article uses the subtraction method to obtain the
meter pointer. The specific method is based on the formula 10.

Given the original image G(x, y) and the pointer-free template image Y(x, y), the
pointer image can be written as follows:

T(x, y) =
{

1, |G(x, y)−Y(x, y)| ≥ T0
0, |G(x, y)−Y(x, y)| < T0

(10)

where T0 is the threshold value.
In a fixed-point inspection, the size of the dashboard in the image obtained each

time remains unchanged. The thinning algorithm is applied to refine the coarse shape
of the pointer into a fine pixel shape. Then, the circle is drawn with the circle point and
the adaptive radius in experience. The result of the pointer positioning is obtained by
the intersection points of the circle and the refined pointer. This method can remove
the interference caused by the incomplete pointer extraction, position the pointer more
accurately and facilitate the subsequent readings method.

A summarization of the proposed pointer positioning algorithm operating steps is
as follows:

1: Make a pointer-free template image based on the original image;
2: Extract a pointer using the two images;
3: Use the thinning algorithm to process the pointer;
4: Use the radius algorithm to locate a point on the pointer.

2.4. Reading and Recognition

After the above three subsections, the coordinates of the center of the dial and the
coordinates of a pointer on the pointer can be obtained. Then, the angle method is used
to obtain the readings of dial. Figure 5 shows the principle of the angle method. Given
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that the dial range is ω, which is input by the technician before, the angle between the
zero-scale line and the end scale line is θ1 and the angle between the scale and the pointer
line is θ2, the dial reading can be obtained using the following formula (11):

ω0 =
ωθ2

θ1
(11)
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3. Results and Discussion

To verify the effectiveness of the proposed approach under the influence of light and
the complex background of the dial, a series of pressure gauges with damping fluid with a
size of 480*480 were selected for the experiment, including MSRCR image enhancement,
meter center extraction, pointer positioning and recognition reading experiments. The
hardware configuration of the computer used in this experiment is Intel i5-5200U and
2.7 GHz. The programming environment is the Microsoft Visual Studio 2015, using C++
language for programming. Table 2 lists the primary parameters of the camera in the
inspection robot. Figure 6 shows the experimental results of each step.

Table 2. Main parameters of the camera.

No. Name Type Performance

1 CCD camera MV-CA050-10GM Resolution: 2448*2048
2 Lens M0824-MPW2 Focal length: 8 mm

Figure 6a is the original pointer gauge image. From Figure 6a, it can be seen that
the contrast of the image taken under natural light is not high, especially the blurred
pointer of the scale line leads to a position inaccurately. For the experiment of center
extraction and pointer positioning, the numbers and words in the dial interfere with the
next detection. Therefore, this paper proposed a recognition reading algorithm based on
coordinate positioning. Firstly, the MSRCR algorithm was used to reduce the influence of
light and improve the contrast of the scale line. Then, the center and pointer were directly
extracted based on the image information, which greatly reduced the influence of other
useless information in the background. Figure 6b is an enhanced image of MSRCR. It
can be clearly found that the scale line is clearer, which is beneficial to the next pointer
extraction experiment. Figure 6c shows the result of the circle center extraction. Although
the extraction result obtained the inner and outer contours of the dial, it did not affect
the location of the center of the circle. Figure 6d–f shows the pointer obtained by using
the difference between the template and the original image, and then refined the pointer
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to draw a circle with an appropriate radius. The coordinates of the positioning pointer
were determined by the intersection of the specified circle and the refined pointer. When
drawing a circle, in order to reduce the deviation caused by incomplete pointer extraction,
the radius of the circle should be increased as much as possible under the premise of
ensuring that it can intersect with the refined pointer. This is because the radius of the
selected circle is proportional to the distance from the intersection to the scale line. The
larger the radius of the circle was, the higher the accuracy of the reading was. Figure 6f
shows the obtained coordinates of the initial scale value. Finally, the pointer reading was
obtained using the angle method.
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3.1. Introduction of the Test Platform

The inspection robot used in the experiments is shown in Figure 7. The head of the
inspection robot is equipped with an infrared thermography and a visible light camera,
which can be rotated in all directions to obtain an image. Then, the image is transmitted
to the SOC for identification. Its battery life can reach 5–6 h, standby for 24 h and can
complete the following two working modes: automatic inspection and manual inspection.
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3.2. Verify the Validity of MSRCR

To verify the robustness of the MSRCR algorithm, this paper used a set of images
with different light sources. Figure 8 compares the experimental results of the MSRCR
algorithm. In Figure 8, the light source of the first two images is dark, the light source of
the middle two images is normal and the light source of the last two images is weak.

The experimental results show that the contrast of the image processed using the
MSRCR algorithm significantly improved while reducing the influence of different bright-
ness levels. Dark and ordinary light sources have a slight effect on the image; therefore,
the enhancement effect is not particularly obvious. However, for images under strong
light sources, especially in areas where the strong light has greater influence, this informa-
tion will be highlighted to offset the defects of image color distortion and ensure image
clarity. In general, the experiment basically eliminated the influence of image brightness,
and proved the effectiveness of MSRCR in the recognition system, which can be used to
eliminate the influence of light on the dial.
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3.3. Center Extraction

To verify the speed and accuracy of the circle center detection algorithm in this
paper, this paper selected 10 images as experimental data. The division values of the
pressure gauges in images 1–3, 4-6, 7-10 are 0.02, 0.02 and 0.05 respectively, and the
corresponding measurement ranges are 0–0.6 MPa, 0-1Mpa, and 0-25Mpa. Table 2 compares
the experimental results of the circle center recognition using manual labeling, Hough
circle detection and the method proposed in this paper. The absolute error of the circle
center is the distance between the recognition value and the manually measured value.

As can be seen from Figure 6c, more than one circle, such as the outer contour of the
nut in the dial, be detected by mistake. To reduce the error, the radius threshold r is set. If
the detection result radius is greater than r, the center coordinate will be output; otherwise,
it will be omitted. The average value of the center coordinates is output as the final result.

According to the experimental result Table 3, it can be seen that the average absolute
error of the Hough circle detection method is 4.806%, and the average running time is
1.8913 s. The average absolute error of the circle detection method proposed in this paper
is 2.579%, and the average running time is 0.02906 s. Therefore, from the perspective
of rapidity and accuracy, the proposed circle detection method in this paper provides a
significant improvement. Meanwhile, due to the low accuracy of Hough circle detection,
the false detection rate is high, which leads to a long running time. Indeed, there is good
performance with respect to recognition accuracy and running time.
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Table 3. Center recognition of ten dial gauges by four methods.

Number
Manual

Measured
Values

Hough Circle Transform Ours

Recognition
Values

Absolute
Error Time/ms Recognition

Values
Absolute

Error Time/ms

1 (238,228) (242,226) 4.472 1120.13 (240,225) 3.606 45.65
2 (222,271) (220,275) 4.472 1117.75 (222,271) 0 25.76
3 (244,236) (250,236) 6.000 2007.42 (245,231) 5.099 28.86
4 (222,229) (224,226) 3.606 1280.46 (223,229) 1.000 27.43
5 (265,197) (265,194) 3.000 1055.56 (266,193) 4.123 23.68
6 (224,233) (223,228) 5.099 1976.11 (220,234) 4.123 22.80
7 (233,236) (233,230) 6.000 2459.73 (231,237) 2.236 32.75
8 (246,254) (243,248) 6.708 2847.23 (243,256) 3.606 28.07
9 (224,276) (229,275) 5.099 2331.96 (225,276) 1.000 29.37
10 (230,220) (228,223) 3.606 2717.4 (230,221) 1.000 26.27

Average / / 4.806 1891.3 / 2.579 29.06

3.4. Position Ten Dial Gauges

To evaluate the accuracy of the pointer positioning algorithm in this paper, the above
10 images were also selected as experimental data. Table 4 compares the experimental
result of manual marking, traditional Hough line detection, the algorithm of [9] and our
algorithm. The recognition angle is the angle between the pointer and the zero-scale line.

Table 4. Position recognition of ten dial gauges by four methods.

Number
Manual

Measured
Valves/◦

Hough Transform Algorithm of [9] Ours

Recognition
Values/◦

Absolute
Error/◦

Time
/ms

Recognition
Values/◦

Absolute
Error/◦

Time
/ms

Recognition
Values/◦

Absolute
Error/◦

Time
/ms

1 171.2 171.74 0.54 1548.23 171.31 0.11 266.74 171.24 0.04 146.47
2 175.2 175.25 0.05 1614.72 175.06 0.14 259.23 175.23 0.03 162.39
3 155.0 155.16 0.16 1329.56 154.86 0.14 234.81 155.05 0.05 117.56
4 33.3 32.97 0.33 1283.53 33.43 0.13 237.16 33.37 0.07 125.94
5 42.9 42.53 0.37 1336.37 42.99 0.09 228.74 42.89 0.01 119.82
6 80.2 80.61 0.41 1446.22 80.37 0.17 251.44 80.11 0.09 151.92
7 74.4 74.11 0.29 1446.96 74.28 0.12 256.98 74.45 0.05 153.76
8 7.8 7.23 0.57 1447.67 7.54 0.26 254.35 7.66 0.14 154.57
9 28.3 28.78 0.48 1520.89 28.50 0.20 269.41 28.21 0.09 168.54

10 27.5 27.66 0.16 1348.97 27.58 0.08 241.95 27.53 0.03 134.76
Average / / 0.34 1432.31 / 0.144 250.08 / 0.06 143.57

As can be seen from Table 4, the average absolute error of the traditional Hough line
detection is 0.34, and the average running time is 1432.31 ms. The algorithm [9] has an average
absolute error of 0.144 and an average running time of 250.08 ms. The average absolute error
of our algorithm is 0.06, and the average running time is 143.57 ms. In Table 4, it should be
noted that image 8 and image 9 have small errors in our algorithm, while the error in the
Hough line detection and the algorithm of [9] is large. As shown in Figure 9, there are more
labels on the dials of these three images, and the damping fluid just covers part of the scale
values. Thus, our algorithm is barely disturbed by background images.
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3.5. Measure Ten Dial Gauges

After completing the above experiment, it is time to complete the last step of the
whole algorithm: reading. As shown in Table 5, the average relative error in the algorithm
from [9] is 7.044%, the algorithm from [10] is 1.200% and our algorithm is 0.994%. Therefore,
compared with the previous two methods, the relative error of our algorithm is significantly
reduced. In Table 5, the algorithm [9] has a larger relative error for images 7–10. This
is because the algorithm [9] is based on Hough line detection. There are many straight
lines detected during processing that lead to large false detections. Moreover, the division
value of images 7–10 is large. A small angle deviation during positioning will cause large
reading error. Although the absolute error of center extraction of our algorithm is about
2.5%, it does not affect the overall reading error. It indicates that the accuracy of the center
detection has little effect on the reading results, and the main influencing factor is the
accuracy of the pointer positioning, especially for instruments with high division value.

Table 5. Measurement readings of ten dial gauges using four methods.

Number
Reading by

Human
Vision

Reading by
Method in

[9]
Relative
Error(%)

Reading by
Method in

[10]
Relative
Error(%)

Reading by
our Method

Relative
Error(%)

1 0.386 0.372 3.627 0.390 1.058 0.379 0.707
2 0.413 0.398 3.499 0.417 1.121 0.404 0.944
3 0.397 0.373 5.893 0.391 1.409 0.412 1.530
4 0.141 0.164 2.339 0.143 1.637 0.157 1.612
5 0.179 0.172 3.494 0.181 1.569 0.165 1.408
6 0.383 0.405 2.245 0.386 0.977 0.388 0.501
7 10.25 10.401 15.116 10.138 1.096 10.241 0.916
8 0.59 0.544 7.748 0.582 1.316 0.603 1.287
9 2.49 2.137 14.184 2.466 0.967 2.485 0.541
10 2.45 2.573 12.291 2.429 0.852 2.445 0.498

Average / / 7.044 / 1.200 / 0.994

According to the experimental results, there are still errors in the recognition of the
proposed dial gauge readings. The main reason is that the pointer positioning accuracy
is not high enough. When the angle method is used to obtain readings, slight angle
deviations will cause large reading errors. In addition, light and shadow may affect the
image quality when collecting images, which leads to incomplete pointer extraction and
deviation of positioning.

4. Conclusions

In this paper, a dial gauge automatic recognition algorithm based on coordinate
positioning is proposed, which can be applied in inspected robots in complex background
environment. This method is not affected by background factors, and accurate readings
can be obtained by directly extracting the center of the circle and the point coordinates on
the positioning pointer from the dial. Firstly, the MSRCR algorithm is used to reduce the
impact of lighting, which is good for the later experimental steps to extract coordinates
accurately. Secondly, the meter’s center is recognized by using the circle detection method
based on the arc-support line segment. Then, the pointer can be extracted by constructing
a pointer-free template, and the concentric circle algorithm is used for the refined pointer
result, which achieves the purpose of positioning the pointer accurately. Finally, the angle
method is used to realize automatic reading. The experimental results show that the
proposed algorithm is fast, accurate, less affected by light and has a strong anti-interference
ability against the background image of the dashboard.
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