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Featured Application: Dosimetry in preclinical microCT studies.

Abstract: In microCT imaging, there is a close relationship between the dose of radiation absorbed
by animals and the image quality, or spatial resolution. Although the radiation levels used in
these systems are generally non-lethal, they can induce cellular or molecular alterations that affect
the experimental results. Here, we describe a dosimetric characterization of the different image
acquisition modalities used by the microCT unit of the Albira microPET/SPECT/CT scanner, which
is a widely used multimodal imaging system in preclinical research. The imparted dose at the animal
surface (IDS) was estimated based on Boone’s polynomial interpolation method and experimental
measurements using an ionization chamber and thermoluminescent dosimeters. The results indicated
that the imparted dose at surface level delivered to the mice was in the 30 to 300 mGy range. For
any combination of current (0.2 or 0.4 mA) and voltage (35 or 45 kV), in the Standard, Good, and Best
image acquisition modalities, the dose imparted at surface level in rodents was below its threshold of
deterministic effects (250 mGy); however, the High Res modality was above that threshold.

Keywords: microCT dosimetry; imparted dose at the rodent’s surface; Boone’s polynomial interpola-
tion method; TL-dosimetry

1. Introduction

MicroCT systems used in preclinical research as non-invasive systems allow the three-
dimensional imaging of small animals (typically mice and rats) in order to evaluate human
disease models [1]. These systems operate under the same principle as a CT system for
clinical use, i.e., the three-dimensional reconstruction of a set of two-dimensional images
(the projections) of the body’s cross-section, around which the system rotates [2]. In
microCT imaging, there is a close relationship between the dose of radiation absorbed by
animals and the image quality, or spatial resolution (typically 50–100 µm), and contrast [3–5]
with different acquisition protocols.

During the last decade, molecular imaging techniques in the preclinical environment
have been widely recognized as tools that can be used to visualize, characterize, and
quantify non-invasively the biological processes and phenomena that occur at molecular
and cellular levels inside living small animal models [5,6]. Many preclinical multimodal
systems, mainly based on SPECT, PET, and CT imaging techniques, have been developed
and made commercially available for the performance of research and also have the
potential to be applied in a clinical setting. In these systems, microCT has been chiefly
used to provide morphological information for the obtainment of the spatial localization
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of the radiotracer distribution within the body. Depending on its spatial resolution, some
microCTs also monitor local changes in bone structure and composition. A critical concern
in these multimodal imaging systems is the ionizing radiation dose received by the animals.
Although radiation levels used in these systems are generally non-lethal, they could affect
protein expression or cause significant DNA damage [6] and other alterations that may
interfere with experimental results in small animals [6,7]. For this reason, it is essential to
know the radiation dose imparted during microCT studies.

The Albira microPET/SPECT/CT scanner (Bruker, Madrid, Spain) is a widely used
multi-modal imaging system in preclinical research. In this system, microCT provides
the anatomical information that is used to obtain the spatial localization of the radiophar-
maceutical tracers that are used in functional positron emission tomography (PET) and
single-photon emission computed tomography (SPECT) studies. The Albira’s manufacturer
reports that the radiation dose imparted by microCT is at low risk of inducing determin-
istic effects (<250 mGy). However, when image acquisition involves a series of images
of the same animals over time, or if multiple high-resolution images are required, then
a dosimetric characterization of the microCT scanner is needed. This characterization is
important mainly when Albira’s users or users of similar equipment types follow the preset
parameters recommended by the manufacturer, which are based only on image quality,
without considering the radiation dose received by the animals.

This study reports the procedures that were implemented for a dosimetric charac-
terization of the different image acquisition modalities used in Albira’s microCT unit.
This characterization included the calculation of the imparted dose at the animal surface
based on Boone’s polynomial interpolation method [8–10] and experimental measurements
using an ionization chamber and thermoluminescent dosimeters (TLD-100). Results were
compared with the dosimetry values provided by the manufacturer [11].

2. Materials and Methods
2.1. The microCT Unit

The unit consists of a 50 kV microfocus X-ray tube with a focal spot size of 35 µm
(Oxford Instruments XTF5011, X-ray Technologies Inc., Scotts Valley, CA, USA), a fixed
tungsten (W) anode, and a 125 µm beryllium exit window. The added filtration is a 0.5 mm
aluminum (Al) plate. The source’s maximum operation current is 1 mA, and it delivers a
22◦ cone radiation beam. The electron gun assembly is packaged inside a stainless-steel
lead-lined tube that provides X-ray shielding to 0.25 mR/h at 5 cm [12]. A CsI(Tl) pixelated
flat panel detector (Hamamatsu C7942) is used as the X-ray image sensor and is placed
at a fixed distance from the source (425 mm). Both tube and detector rotate in synchrony
around the subject; the X-ray source’s distance to the isocenter is 290 mm. The described
geometry allows two FOVs: transaxial (80 mm) and axial (65 mm). The equipment is
fully shielded against X-rays by achieving an integrated and fully enclosed shield of 1 mm
lead and lead-shielding glass. At a distance of 10 cm from the surface of the housing, the
maximum exposure arising from the X-ray is below 1 µSv/h. Furthermore, the X-ray tube
can only be activated when all the equipment’s doors and covers are closed.

The manufacturer presets the CT acquisition configuration by combining the following
parameters: tube voltage, filament current, and X-ray emission time (i.e., number of
projections) during the study. Consequently, the system allows combinations between
two voltage values, 35 kV (named Low Voltage) and 45 kV (High Voltage), with currents
of 0.2 mA (named Low Dose) or 0.4 mA (High Dose). The combination of voltage and
current with the modality (number of projections) determines the “quality” of the image;
the nominal number of projections (views) of the µCT unit are 270 (named Standard),
420 (Good), 600 (Best), and 1000 (High Res). The microCT unit can also obtain conventional
radiographic (2D) images with the same combination of these parameters.
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2.2. Theoretical Calculations
2.2.1. X-ray Spectra

The non-filtered X-ray spectra from the Apogee Series 5000 tube with W anode have
been calculated previously [13]. Here, the spectrum was parameterized using Boone’s
third-order polynomial expressions [8–10]. The interpolation coefficients reported by Moya
et al. [1,13] were conveniently used to calculate the Albira’s X-ray spectra, generated at 35
and 45 kV. The output (ξ(E)) of each calculation represented a discrete distribution of the
photon fluence (Φ(E)) (for each energy) that made up the spectrum, normalized by 1 mAs
(i.e., ξ(E) = Φ(E) (mAs)−1) at 1 m from the tube window. Every ξ(E) of the spectrum was
analytically filtered by 0.5 mm of aluminum, using its linear coefficients of attenuation,
µAl(E), reported by the NIST [14].

Total air kerma and absorbed dose in air
By using the calculated X-ray spectral distributions at 35 and 45 kV, the total air kerma

(Kair) at 1 m was calculated, and the total air kerma per mAs (Γ(E)) was estimated using:

Γ(E) =
Kair(E)

mAs
= κ

∫ Emax

Emin

ξ(E)
(

µtr(E)
ρ

)
air

EdE , (1)

where (µtr(E)/ρ)air is the mass energy-transfer coefficient for air; Emin and Emax integration
limits correspond to the X-ray spectrum’s minimum and maximum energy values, respec-
tively, and κ = 1.602 × 10−11 Gy kg/eV is a unit-conversion factor. For a known X-ray spec-
trum, the Γ(E) expression means that the total air kerma can be calculated by integrating its
spectral distribution. Since the simulated spectra are discrete distributions, an integration
method based on the composite Simpson’s rule [15] was used. For typical diagnostic X-ray
energies and material media of low atomic number Z, (µen(E)/ρ) = (µtr(E)/ρ) [8,16,17]; then
(µen(E)/ρ)air in the 2–50 keV range, reported by NIST [14], were plotted in 5 to 6 subinter-
vals to obtain the curve of best fit for the distribution. The criterion used to determine the
best fit was to consider those values with the correlation coefficient R2 closest to 1.0.

Assuming charged particle equilibrium (CPE) conditions: Kair = the total dose in the
air (Dair), then Equation (1) was rewritten to calculate total air dose per mAs (ΓD(E)):

ΓD(E) =
Dair(E)

mAs
= κ

∫ Emax

Emin

ξ(E)
(

µen(E)
ρ

)
air

EdE (2)

where (µen(E)/ρ)air is the mass energy-absorption coefficient. To estimate the Dair(E)
(mAs)−1, the (µen(E)/ρ)air was obtained from the NIST, combined with those reported
by Buhr et al. [16], and then plotted and adjusted in the same way as mentioned above. The
results were used to interpolate the (µtr(E)/ρ)air and (µen(E)/ρ)air values for those energy
values that make up the X-ray spectra.

Total absorbed dose in the air at isocenter
The following expression was used to calculate Dair at the isocenter of the microCT

unit:
Dair(SID, mAs) = FSIDFmAs

Dair
mAs

, (3)

This expression considers the source-isocenter distance (SID = 290 mm), as well as the
effects of the current on the cathode and the time during which it irradiates the object of
study (mAs), where FSID = (1/SID)2 indicates the correction factor by the beam decreasing
intensity with the square of the distance and FmAs = I t, with I, the current filament (in units
of mA) and t, the irradiation time (in seconds) during the tomographic study.

2.2.2. Imparted Dose at Surface

A theoretical phantom was included in the calculation to estimate the radiation’s
Imparted Dose at the Surface (IDS) of the animals during the tomographic study. This
phantom consisted of a water cylinder with a diameter similar to a typical experimental
mouse; thus, the IDS was defined as the absorbed dose in water (Dw) by the theoretical
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phantom. For the calculations, the phantom’s geometrical center in the transversal plane
coincided with the axis of rotation of the CT unit (the isocenter), as illustrated in Figure 1.
In this geometry, FSID = (1/(SID−R))2 with R = 15 mm (the cylinder radius).

Figure 1. Diagram of the simulated geometry for the analytical model of the imparted dose at the
surface (IDS). The theoretical phantom represents a water cylinder, the center of whose cross-section
coincides with the microCT unit isocenter, and it was assumed that the radiation beam came from a
point source.

For a poly-energetic X-ray beam, Dw = τ Dair [17], where τ is in turn given by the
following expression:

τ =

∫ Emax
Emin

ξ(E)
(

µen(E)
ρ

)
w

dE∫ Emax
Emin

ξ(E)
(

µen(E)
ρ

)
air

dE
. (4)

The (µen(E)/ρ)w, for each energy at the X-ray spectra, generated at 35 or 45 kV, were
calculated by interpolation from the fitting functions obtained via a similar procedure to
that performed to obtain the (µen(E)/ρ)air as was described previously. The integrals in
Equation (4) were calculated by numerical integration and the composite Simpson’s rule.

In this way, IDS (without considering backscattering) was calculated on the phantom’s
surface as:

IDS = Dw = τ·Dair (5)

Uncertainties were calculated by the propagation of the numerical calculations [18–20].

2.3. Dosimetric Measurements
2.3.1. Thermoluminescent Dosimetry Procedures

Thermoluminescent chips (TLD-100) (Harshaw/Bicron, Newbury, OH, USA)
(3.2 × 3.2 × 0.89 mm3) were used. Dosimeters were annealed in air at 400 ◦C for 1 h
followed by 2 h annealing at 100 ◦C. After each annealing, they were rapidly cooled
(≈75 ◦C min−1) to room temperature. A TL reading was performed no more than 72 h after
irradiation, in a nitrogen atmosphere using a Harshaw model 3500 reader, at a heating rate
of 10 ◦C s−1, ranging from 10 to 300 ◦C. The glow curve data (TL-signal) area was used to
determine the absorbed dose through a calibration curve.
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The TLDs were calibrated in terms of absorbed dose to water using a 60Co external
beam therapy system (Theratron Phoenix, Best Theratronics), with a dose rate (in water)
of 538.2 mGy/min. Dosimeters were irradiated in a 100–500 mGy range under CPE
conditions, using the cavities (with the exact dimensions of the TLD chips) of a lucite
container covered with a 0.5 cm cap of the same material. Three dosimeters were used for
each dose-point. A 10 × 10 cm2 field at an SSD of 80 cm was used during the irradiations,
and a TMR (Tissue-Maximum Ratio) factor was used to correct dose depth distribution in
TLDs. An energy dependence correction was performed, due to the TLD-100’s low-energy
dependence, with 35–45 keV X-rays compared with the 1.25 MeV average energy of 60Co
photons. The effective energy obtained from half-value layer (HVL) measurements for each
X-ray beam quality was used to determine the energy dependence correction factors [21].

2.3.2. Half-Value Layer and Effective Energy

The X-ray tube’s HVL and effective energy (Eeff) were measured using a 6 cc ionization
chamber (model 20X6-6M, Radcal) connected to an electrometer (2026C, Radcal), which
automatically corrects readings of the effects of pressure and temperature. This chamber
was calibrated in air kerma, with traceability to LCIE, in France [22]. The chamber’s
sensitive area was centered at the FOV of the X-ray radiation field at 29 cm below the
tube window (at the isocenter). Measurements were performed using the 2D-acquisition
modality of the microCT unit for 35 and 45 kV voltages at either 0.2 mA or 0.4 mA.

Exposure measurements were taken as a function of aluminum thickness, using high
purity (3N) aluminum sheets (10 × 10 cm2, 0.1 mm thickness) (Lot Q15684, ESPI Metals).
These sheets were placed on the window of the X-ray tube. Air kerma was calculated
as: Kair(mGy) = 0.00876 mR [17]. For the 35 kV beam, the air kerma measurements were
acquired by adding 0.1 mm aluminum sheets in a range of 0–0.5 mm, while for the 45 kV
beam, the measurements were taken in a range of 0–0.6 mm; all measurements were
in quadruplicate. Given the polychromatic nature of an X-ray beam, the distribution
of the exposure values (X) as a function of the filter thickness (s) does not fit a first-
order decreasing exponential function, as in the case of a monoenergetic beam, but rather
an exponential function of order n > 1, i.e., a sum of n decreasing exponentials [23,24].
Consequently, HVL estimation, measured in mm of aluminum, was calculated using the
following equation [25,26]:

HVL =
sb ln(2Ka/K0)− sa ln(2Kb/K0)

ln(Ka/Kb)
, (6)

where K0 corresponds to the average air kerma measured without added filtration, Ka is
the average kerma, which is slightly greater than half of K0 and is obtained at a filtration
thickness of sa, and Kb is the average kerma, slightly less than half of the K0 obtained at an
sb thickness. The uncertainty associated with the HVL was calculated as:

δHVL =

√(
sb−HVL

Ka
δKa

)2
+
(

sa−HVL
Kb

δKb

)2
+
(

sb−sa
K0

δK0

)2
+ L(δs)

2

ln(Ka/Kb)
(7)

with δKa, δKb, and δK0 as the standard deviations for the respective average kerma, δs as the
standard deviation associated with the aluminum thickness (reported by the manufacturer
as 5% of the nominal thickness value), and L expressed as:

L = |ln(2Ka/K0)|2 + |ln(2Kb/K0)|2 (8)

The aluminum’s effective linear attenuation coefficients (µAl) were first estimated
from the HVL measurements used to calculate the X-ray beam’s effective energy (Eeff).
In this way, the relationship between both quantities was µAl = ln(2)/HVL [2]. These
values were interpolated into a standard curve of effective energy as a function of the linear
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attenuation coefficient of aluminum in the energy range 13.5–18.8 keV, obtained from the
values reported by the NIST [14].

2.3.3. Imparted Dose at Surface Measured by TLD

The IDS was determined for the different combinations of the tomographic acquisition
described previously. The TLDs were arranged in a lucite block (20 × 20 × 5 mm3), in
a side-by-side formation along the stretcher centered within the FOV (Figure 2A). Since
the maximum range (RCSDA) of the charged particles (electrons) released by the X-ray
interacting with the lucite is not greater than 4.43 µm [27,28], the upper surface of the block
was not cover with lucite; it was assumed that the thickness of the lucite block around the
TLDs was sufficient to achieve CPE conditions. The radiation effects/corrections due to the
angle of incidence in the dosimeters were not considered because of the ideal simulating
conditions of tomographic irradiation: a point source, a homogeneous radiation beam,
isotropic irradiation, and a circular and equidistant trajectory source (Figure 2B).

Figure 2. (A) The image shows a diagram of the experimental arrangement for surface dose evalua-
tion. A set of three acrylic blocks, each with a niche to contain a TLD–100 crystal, was placed on the
mouse stretcher of the Albira system. (B) The figure shows the circular path of the X-ray tube around
the isocenter.

The bodies of dead adult mice (n = 5) (BALB/c strain) were used to evaluate the
imparted dose at the experimental animals’ surface. Four TLDs were inserted subdermally
into each animal, two in the posterior thoracic region and two in the lumbar region, on
the hind legs’ flanks (Figure 3). The dosimeters were wrapped in Mylar plastic to avoid
contamination by the animals’ bodily fluids. MicroCT images of each animal were acquired
at different modalities, using the high-energy X-ray spectrum from 45 kV at 2 or 4 mA (see
Table 1). After imaging, TLDs were withdrawn from the animals, and their reading was
performed to obtain the TL signal. The calibration curve (Dw vs. TL-signal) was used to
calculate the average IDS in each animal.
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Figure 3. The TLD-100 dosimeters’ locations under the rodent’s skin. The image corresponds to the
three-dimensional reconstruction of one of the mice imaged in the microCT unit at 45 kV, 0.2 mA, in
the Best modality.

Table 1. MicroCT image settings used for the experimental IDS measurements in mice.

45 kV X-ray Beam

Mouse ID Modality Current (mA)

1 Standard 0.2
2 Good 0.2
3 Best 0.2
4 Standard 0.4
5 HR 0.4

2.3.4. Statistical Analysis

The results were expressed as the mean ± SD (standard deviation). One-way analysis
of variance (ANOVA) was used to evaluate inter-group differences. Significance was
assumed at p < 0.05.

3. Results
3.1. Analytical Results

Figure 4 shows the analytically attenuated X-ray fluence spectra (at 35 and 45 kV)
obtained with Boone’s parameterization method. Both spectra show the attenuation peaks
of the Boone’s L-lines (at 8.4, 9.4, and 11.4 keV) by 0.5 mm Al.

Figure 4. X-ray fluence spectra calculated with the polynomial interpolation coefficients reported
by Moya et al. for tungsten anode. Both spectra were analytically attenuated by an added filtration
of 0.5 mm Al. The L-lines at 8.4 and 9.4 keV appear as a single line because of the limited energy
resolution.
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Table 2 shows the values for the total air kerma per mAs (Γ(E)) and the total air dose
per mAs (ΓD(E)) performances of the Apogee tube at isocenter (290 mm away from the
source) at 35 and 45 kV.

Table 2. Total air kerma per mAs (Γ) and total air dose per mAs (ΓD) performances of the Apogee
X-ray tube at isocenter.

kV Γ ± δΓ

(mGy/mAs)
ΓD ± δD

(mGy/mAs)

35 0.76 ± 0.03 0.52 ± 0.01
45 1.27 ± 0.05 0.79 ± 0.01

The air-to-water dose conversion factor (τ) for X-rays at 35 and 45 kV is presented in
Table 3. This value allows the analytical estimation of the radiation-imparted dose at the
surface (IDS) of experimental animals during a computed tomographic study with specific
parameters of acquisition (kV, mAs, and modality).

Table 3. The air-to-water dose conversion factor (τ).

kV τ ± δτ

35 1.07 ± 0.04
45 1.06 ± 0.04

For this analytical model, a mouse was theoretically simulated as a water cylinder,
with a diameter of 24 mm (R = 12), which results in FSID = (1/(SID-R))2 = 12.9. The resultant
IDS is presented in Table 4 (dose contributions due to backscattered radiation were not
considered in these calculations).

Table 4. Imparted Dose at Surface theoretically calculated (IDST) for a cylindrical water phantom
(24 mm diameter) for the different microCT parameters of imaging acquisition.

35 kV 45 kV

0.2 mA 0.4 mA 0.2 mA 0.4 mA

Modality IDST ± δIDST (mGy) IDST ± δIDST (mGy)

Standard 33 ± 1 66 ± 3 50 ± 2 101 ± 4
Good 52 ± 2 103 ± 5 78 ± 3 156 ± 6
Best 74 ± 3 148 ± 6 112 ± 4 223 ± 9

3.2. Dosimetric Results

Figure 5 shows the calibration curve (Dw vs. TLS) used to evaluate the absorbed
dose measured with the TLD-100. This curve was obtained from the average TL signal
of the TLD-100 dosimeters after the surfaces’ irradiation with 60Co at different doses
(0 to 500 mGy); the result indicated that the absorbed dose was linear with TL-signal
(TLS) (R2 = 0.9999). The energy dependence correction factors used with this curve were
Fc(35 kV) = 0.91 ± 0.10 and Fc(45 kV) = 0.86 ± 0.06.
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Figure 5. Calibration curve used to convert TLD-output into absorbed dose in water for 60Co photons.

Half-value layers (HVL), effective linear attenuation coefficients (µAl), and effective
energies (Eff) values for the different combinations of voltage and filament current in the
X-ray tube are presented in Table 5; no statistical differences between values with the
same kV were observed. The average value of the effective energy of the X-ray beam was
calculated from these data as 14.5 ± 0.9 keV for 35 kV and 16.6 ± 0.6 keV for 45 kV.

Table 5. HVL, µAl, and Eeff determined for different settings of voltage and current parameters in the
X-ray tube.

Setting HVL (mm Al) µAl (mm−1) Eeff (keV)

35 kV, 0.2 mA 0.27 ± 0.06 2.8 ± 0.5 13.9 ± 0.9
35 kV, 0.4 mA 0.35 ± 0.07 2.0 ± 0.4 15.2 ± 1.2
45 kV, 0.2 mA 0.42 ± 0.05 1.7 ± 0.2 16.2 ± 0.8
45 kV, 0.4 mA 0.48 ± 0.07 1.4 ± 0.2 17 ± 1

Table 6 shows the IDS measured in the lucite block for X-rays generated at 35 and 45 kV,
each combined with currents of 0.2 and 0.4 mA in the Standard, Good, and Best acquisition
modalities. Results were corrected using the inverse-square effect on the distance (from
290 mm to 278 mm) to make them compatible with the measurements from the surface of
the mice. As was expected, IDS was proportional to the mAs value.

Table 6. Imparted Dose at Surface measured in the lucite block (IDSTL) under CPE for the different
kV and mAs settings and modalities of image acquisition.

35 kV 45 kV

0.2 mA 0.4 mA 0.2 mA 0.4 mA

Modality IDSTL ± δIDSTL (mGy) IDSTL ± δIDSTL (mGy)

Standard 42 ± 1 86 ± 7 67 ± 4 125 ± 3
Good 74 ± 4 141 ± 2 106 ± 3 223 ± 7
Best 111 ± 5 219 ± 12 167 ±1 332 ± 8

Values are corrected by the corresponding energy dependence correction factor.

The IDS of mice at the highest tube potential of the X-ray beam (i.e., at 45 kV) is
presented in Table 7, and the IDS reference values provided by the equipment manufacturer
are in Table 8.
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Table 7. Imparted Dose at the Surface of the mice (IDSms) at the 45 kV potential of the X-ray tube.

mA Modality IDSms ± δIDSms (mGy)

0.2 Standard 55 ± 8
0.2 Good 74 ± 4
0.2 Best 109 ± 17
0.4 Standard 89 ± 5
0.4 HR 298 ± 9

Values are corrected by the corresponding energy dependence correction factor.

Table 8. IDS0 reference values provided by the Albira’s manufacturer.

45 kV 0.2 mA 0.4 mA

Modality IDS0 (mGy)

Standard 80 161
Good 125 250
Best 179 357

The manufacturer does not report dose values for 35 kV or describe any experimental
arrangement or methodology for its dosimetric evaluation, but it asserts that measurements
(for which there are no associated uncertainties) were also performed using TLD-100
dosimeters. Figure 6A compares the IDS measured and estimated (theoretically) for the
45 kV and 0.2 mA at the different microCT acquisition modalities. Notice similitude values
obtained by the theoretical estimation and measurements at the mice surface and the values
reported by the manufacturer, and measurements with the TLD in the lucite block. Finally,
Figure 6B shows the IDS measured and estimated for 45 kV and 0.4 mA in the Standard
acquisition modality.

Figure 6. (A) Comparison of the imparted dose at surface (IDS) within the different microCT
acquisition modalities. No statistical differences were observed between IDS0 vs. IDSTL or IDSms vs.
IDST. (B) Comparison of the imparted dose at surface (IDS) within the Standard modality.

4. Discussion

Several investigators have reported different experimental procedures using ionization
chambers, Gafchromic films, implanted thermoluminescence dosimeters (TLDs), and
Monte-Carlo-based simulations and analytical calculations to determine the received dose
in rodents during preclinical studies that use microCT imaging [29–32]. However, there are
no accepted methods, guidelines, or regulations defining a unified parameter for microCT
dose. Some researchers have adapted the computed tomography dose index (CTDI) used in
the clinic as a metric to quantify the radiation output from a microCT examination [29,31].
We chose the imparted dose at the surface (IDS) as the dosimetric parameter to estimate
the dose received by the animals used in microCT studies. This decision considers the
limitations in the availability of the pencil ionization chambers and phantoms needed to
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measure the CTDI in microCT acquisitions, but mainly because of the belief that that CTDI
estimates the absorbed dose in patients, as opposed to quantifying the radiation output of
CT systems [33].

The analytical model presented here was implemented specifically for the Albira
system. However, if the spectra of other X-ray tubes are known (or can be estimated)
together with the characteristics of the tomographic acquisition geometry, a similar model
can be easily implemented for the imparted dose assessment of other microCT systems.
The IDS results estimated by the analytical model and measured with the TLDs implanted
in the animals were in good agreement, indicating the validity and utility of the analytical
calculations. By contrast, results from TLDs at the lucite block were not representative
of the dose delivered at the surface of the animals submitted for tomographic study. It
was assumed that this experimental arrangement did not satisfy the animal irradiation
conditions, particularly the shape and dimensions of the animals and, likely, the measure-
ments reported by the manufacturer do not satisfy this condition either. Previous works
have reported that the Apogee’s X-ray tube output per mAs has a linear behavior in terms
of voltage, so for a fixed voltage, its effective energy (Eff) is independent of the filament
current and exposure time. We also observed no differences in Eff at 0.2 and 0.4 mA at either
35 or 45 kV. Differences between our measurements and the Eff calculated or measured by
other researchers [1,7,9] are around 10%, depending on the analytical calculation or the
experimental setting parameters. In any case, our Eff average values of 14.5 keV for 35 kV
and 16.6 keV for 45 kV are representative of Albira’s microCT.

Knowing the radiation dose received by the animals that might result in biological
effects is critical to designing longitudinal studies (of the same animal over time). Al-
bira’s manufacturer has reported a total dose of 13.7 cGy in mice after a representative
microPET/SPECT/CT study [12]. The total dose corresponds to the injection of 37 MBq
(1 mCi) of 99mTc-MDP (resulting in 1.7 cGy dose), a CT scan operating at 45 kV, 400 µA,
and 600 views in 7 min (10 cGy dose), and 3.7 MBq of Na18F (2 cGy dose). However, the
present study’s results showed an IDS of 22.3 cGy for the same acquisition modality (Best,
i.e., 600 views), two times higher. The highest dose comes from the CT scan, which makes
it necessary to characterize the performance of this equipment in terms of the radiation
dose resulting from the CT scan acquisitions (Standard, Good, Best, and High Res) to evaluate
the possible biological effects of radiation associated with the CT scan while maintaining
the best resolution achievable.

The imparted dose at surface delivered to mice during a tomographic study using
the Albira’s microCT, at different image-quality settings and at the highest potential (i.e.,
45 kV) of the X-ray tube, is in the 30 to 300 mGy range. This dose is below the lethal range,
which is between 5.0 and 7.0 Gy [5]. However, the upper limit, which corresponds to High
Res quality, is just above the threshold for deterministic effects in rodents (250 mGy), which
can affect both DNA repair and the cell cycle [5–7,34]. Therefore, particular caution should
be exercised when considering the use of this acquisition modality, since the imparted
dose may interfere with the experimental outcome. The results of this study also show
that for any combination of current and voltage, in Standard, Good, and Best modalities,
the dose imparted to the surface level in rodents is below the threshold of deterministic
effects. Besides the strain on the mice, other factors, such as age at exposure and health
must be considered, since they also define the extent of the biological effects of exposure
to X-ray radiation [5–7,34,35]. Therefore, cautious criteria should be used to optimize
microtomography studies on the use of the Albira system to deliver sufficiently low doses
of radiation to rodents without compromising image quality.

5. Conclusions

This study demonstrated a precise and reproducible analytical method for the esti-
matation of the imparted dose at the surface of rodents during a microCT study using the
Albira system. For any combination of current (0.2 or 0.4 mA) and voltage (35 or 45 kV), in
the Standard, Good, and Best image acquisition modalities, the dose imparted to the surface
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level in rodents was below the threshold of its deterministic effects (250 mGy); however,
the High Res modality was just above the threshold. Estimating the IDS using our analytical
model can help to plan tomographic studies involving different image modalities (SPECT
and PET) and qualities with the Albira system.
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