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Abstract: As part of research on technology for automatic conversion of image-format piping and
instrumentation diagram (P&ID) into digital P&ID, the present study proposes a method for recog-
nizing various types of lines and flow arrows in image-format P&ID. The proposed method consists
of three steps. In the first step of preprocessing, the outer border and title box in the diagram are
removed. In the second step of detection, continuous lines are detected, and then line signs and
flow arrows indicating the flow direction are detected. In the third step of post-processing, using the
results of line sign detection, continuous lines that require changing of the line type are determined,
and the line types are adjusted accordingly. Then, the recognized lines are merged with flow arrows.
For verification of the proposed method, a prototype system was used to conduct an experiment of
line recognition. For the nine test P&IDs, the average precision and recall were 96.14% and 89.59%,
respectively, showing high recognition performance.

Keywords: deep learning; image processing; line object; object recognition; piping and instrumenta-
tion diagram

1. Introduction

Image recognition is a technology that has been studied for a long time in the field of
computer vision, as a technology for identifying information in an image. With the recent
developments of artificial intelligence, deep learning-based image recognition is being
applied in various industries, such as autonomous driving [1], medical diagnoses [2], facial
recognition [3], and smart farms [4]. In addition, various studies using deep learning have
been conducted in the engineering field, such as drawing digitization [5], manufacturability
verification [6], and fault diagnosis [7].

Piping and instrumentation diagrams (P&IDs) are developed based on process flow
diagram (PFD) information. A P&ID includes piping, instrumentation, equipment, and
fittings, which are components of each process, and the relationship between these compo-
nents and the flow of fluids are depicted in detail in the diagram. P&ID is a crucial means
of storing results in the basic design stage and is used as master data in the subsequent
stages of detailed design, construction, and operation. Therefore, when the need arises, the
engineering information stored in P&IDs must be quickly and accurately searched.

Presently, most engineering, procurement, and construction (EPC) companies use
digital P&IDs. However, even in the case of a newly constructed plant, the P&IDs created
in the front end engineering and design (FEED) stage or those provided by the equipment
and material manufacturers are in an image format in many cases due to contractual
relationships or issues of intellectual property security. Enterprises that operate plants also
apply digital P&IDs, but in the case of aging plants that have been in operation for a long
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time, a large amount of P&IDs are stored in image format, making digitization for these
image-format P&IDs necessary. In addition, these companies often undergo continuous
improvements and expansion of plants in the process of plant operation, and in these cases,
P&IDs are provided in image formats from external contractor companies.

In this regard, conversion of P&IDs from image formats into digital P&IDs is essential.
In the digitization of P&IDs, high-level objects in the image format diagram are identified,
the relationship between these objects is formed, and the engineering attributes required
for objects are input to create a digital diagram. The processes needed for the digitization
of P&ID can be categorized into a step of recognizing information objects constituting a
diagram in the image, identifying the relationship between the recognized objects, and
creating a digital P&ID from the obtained information. At present, these processes are
performed manually in most cases, which makes the process time-consuming and causes
the problem of varying quality, depending on the person who manually performs the
above operations.

As part of the abovementioned research, the present study proposes a method for
recognizing various types of line objects and flow arrows included in P&IDs. Lines used in
the P&ID include continuous lines and lines incorporating line signs. A flow arrow is a
symbol indicating the flow direction of a pipeline. In P&IDs, a flow arrow is included in
the line object and shows the direction of a fluid passing through the line object.

The proposed method consists of three steps. In the first step, the outer border and
title box in the diagram are removed. In the second step, continuous lines are detected, and
then line signs and flow arrows indicating the flow direction are detected. In the third step,
using the results from the line sign detection, continuous lines that require changing of the
line type are determined, and the line types are adjusted accordingly. Next, the recognized
lines are merged with flow arrows.

This research has the following academic contributions. First, unlike previous studies
that mainly identified continuous lines in image-format P&IDs, various types of lines were
recognized by combining techniques of image processing and deep learning. Second, the
flow arrows were recognized and merged as the sub-element of the recognized line. Third,
the format of the training data required for deep learning-based recognition of line signs
and flow arrows was defined, and the dataset was constructed.

The structure of this paper is organized as follows. Section 2 reviews related works.
Section 3 proposes a method for recognizing line objects after the definition of line ob-
jects to be addressed. Section 4 describes the results of constructing a dataset required
for training a deep neural network to apply line object recognition. Section 5 presents
the detailed element techniques used for each step of recognizing line objects and flow
arrows. Section 6 presents the implementation and experimental results. Finally, Section 7
concludes this study.

2. Related Work

Object detection is a technique in which object classification and object localization
are performed for multiple objects in an input image. In the case of conducting object
classification with image processing technique [8,9], features are extracted from the image
through the techniques such as histogram of oriented gradient (HOG) [10], scale invariant
feature transform (SIFT) [11], local binary pattern (LBP) [12], and modified census transform
(MCT) [13]. Then, from the distribution of the extracted features, the target object for
recognition is classified using a classifier, such as a support vector machine (SVM) [14]
and Adaboost [15]. In the process of performing object detection, feature sets in a specific
region are selected from the set of extracted features, and classification is performed using
the selected feature sets.

There has been recent development of a variety of object detection methods based
on convolutional neural networks (CNNs) [16]. The deep learning-based object detection
method can be divided into a one-stage detector and a two-stage detector. In the two-
stage detector, regional proposal and classification are performed in sequence. Here, the
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regional proposal searches the region where the candidate object is located in the image
using methods such as a sliding window [17]. Representative examples of two-stage
detectors include R-CNN [18], fast R-CNN [19], and faster R-CNN [20]. On the other
hand, the one-stage detector is a method in which the regional proposal and classification
are performed simultaneously. Representative examples of one-stage detectors include
YOLO [21], SSD [22], and RetinaNet [23]. In general, one-stage detectors have a fast
inference speed but low detection accuracy and two-stage detectors have a slow inference
speed but high detection accuracy. Recently, more advanced deep neural networks have
emerged with comparable detection accuracy to a two-stage detector and a comparable
inference speed to a one-stage detector, such as RetinaNet and M2Det [24].

The Hough transform [25] is a method commonly used for recognizing lines in an
image, and the main application area is lane detection [26]. When performing lane detection
using the Hough transform, the input image is converted into a binary image. Next, after
extracting the edge by applying the canny edge detector, the lane is detected using the
Hough transform. However, if the Hough transform is applied to the image in a diagram, a
problem arises in which one line is recognized as multiple lines due to the thickness of the
line. In order to address this problem, line thinning [27] has been employed. Line thinning
indicates converting a binary image with a thickness into an image with a thickness of
1 pixel. OpenCV implements two types of Hough line transform. First, a function detects
straight lines by performing the Hough transform on all pixels in an image. Second, a
function detects a line segment by performing a probabilistic Hough transform on some
pixels instead of all pixels.

Recently, active research has been underway on lane detection in video clips using
deep learning [28]. Point instance network (PINet) [29] is a representative example of deep
learning-based lane detection technology. In PINet, the existence of lanes in each receptive
field and offset are estimated from the images, and training on the lane classification is
performed so that lanes on the same line have similar features. The datasets used for
training lane detection are TuSimple [30] and CULane [31].

The main components of a P&ID include symbols, the connection between the symbols
represented by a line, and the attributes assigned to the symbols and the lines through
texts or signs [32]. Here, symbols and lines have engineering meanings for the relevant
applications. To date, several studies [33–35] have reported the recognition of various
types of diagrams, such as electrical diagrams, engineering diagrams, logic diagrams, and
piping and instrumentation diagrams (P&ID). With recent developments in deep learning
algorithms, there has been active research on the application of CNN-based deep learning
methods in the process of diagram recognition [36–40]. In [36] recognition of a simple logic
diagram with general application targets was done. In the work in [37], although P&ID was
a recognition target, preprocessing of the diagrams was not considered, and the recognition
of lines and tables was not investigated. In [38], a method for recognizing symbols, lines,
and texts included in P&IDs was proposed. However, for line recognition, the target was
limited to continuous lines. In [39], R-CNN was employed to recognize symbols in P&IDs,
but there was no discussion on the recognition of texts or lines. In [40], a method for the
recognition of various types of symbols and texts was presented for high-density P&IDs.
Similar studies related to line recognition in P&ID include [25,38]. However, in both studies,
only continuous lines in vertical and horizontal directions were recognized by performing
pixel processing-based line recognition. Accordingly, the diagonal continuous line, and
types of lines other than continuous lines could not be recognized. In addition, the flow
arrow could not be processed.

3. Method of Recognizing Line Objects
3.1. Line Objects to Be Recognized in P&ID

The type of line objects to be recognized in P&IDs are a continuous line, a line
incorporated with a line sign, and a flow arrow, as shown in Figure 1. A continuous
line usually represents piping in P&IDs. The lines representing piping serve as a link
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between the flow of a fluid and the process in the P&ID. In addition to the continuous
line, a line incorporated with a line sign typically represents a signal line. The signal lines
transmit electrical, pneumatic, or data signals. Finally, the flow arrows serve to indicate the
flow direction of a fluid in the direction of the arrow.
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Figure 1. Definition of line objects to be recognized in P&IDs.

Information identified through the recognition of line objects includes class, location,
and flow arrow. The class represents the classification of line type. The location is the
coordinates of the start point and the end point of the line object. In representing the
location, a start point is at the left side in the case of a horizontal line and at the top in
the case of a vertical line. Flow arrows identify the directions, and with reference to the
diagram, they are expressed in four orientations: east, west, south, and north.

3.2. Method of Recognizing Line Objects

Figure 2b shows the result of recognized continuous lines from the image format P&ID
(Figure 2a) when pixel processing-based method adopted in [35,38] are applied. As shown
in Figure 2b, the objects that only correspond to continuous lines are correctly recognized.
However, in other types of objects, occurred problems are shown as error case 1, 2, and 3
of Figure 2. Error case 1 in Figure 2 shows a situation in which a line incorporated with
a symbol or text is recognized as a continuous line. Error case 2 in Figure 2 illustrates
a problem when the line type was not recognized to fit the line sign embedded in the
continuous line. The error case 3 in Figure 2 shows a problem that the information of the
flow arrow detection is not merged with the line object.

A way to solve these problems is to develop a method for robustly recognizing
continuous lines and determining the line type after detecting line signals and flow arrow,
or to develop a new method for directly recognizing different types of lines. Image
processing techniques including pixel processing show high performance in recognizing
continuous lines. However, it is not efficient for detecting line signs and flow arrows. On
the other hand, deep artificial neural networks [21–24] show high performance in detecting
objects of a set of anchor sizes and ratios. Therefore, it is suitable for detecting line signs
and flow arrows. However, it is difficult to detect a continuous line in which a line sign is
embedded and a change in length is very large. Considering this, it is feasible and effective
to apply the first method.
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Following the first approach to the problems, we propose a method for the recognition
of multiple types of lines included in P&IDs by utilizing object detection techniques
based on deep neural networks and image processing, which is a methodology clearly
differentiated from previous related works. The following techniques are applied for each
error case. In error case 1 of Figure 2, after detecting the continuous lines first, the lines
overlapping with the symbol and text objects are removed using the symbol and text
recognition data. In error case 2 in Figure 2, the line signs and flow arrows are detected
using a deep neural network that shows a high level of performance in object detection from
image. Then, the continuous lines overlapping with the detected line signs are identified,
and the line types are changed according to the detected line signs. In error case 3 in
Figure 2, after the recognition of line objects, the detected flow arrows are merged with the
overlapping line objects.

Figure 3 shows the procedure of line object recognition of P&ID in consideration of
the methods described above. The recognition process consists of a preprocessing step
(Figure 3a,b), a line detection step (Figure 3c–e), and a post-processing step (Figure 3f–i).
When the image-format P&ID is input, it is first converted into a binary image (Figure 3a).
Then, by identifying the outer border and title box of P&ID and removing them, a diagram
composed of high-level objects is extracted (Figure 3b). The line signs and flow arrows
embedded in the line object are detected using a deep neural network (Figure 3c). At
the same time, continuous lines are detected by applying image processing techniques,
including line thinning [27], pixel processing, Hough transform, and bitwise AND(&)
operation (Figure 3d). At this time, among the recognized continuous lines, only the pure
continuous lines are left by removing the continuous lines that overlap with the symbols
and texts (Figure 3e). By checking whether the pure continuous lines and the recognized
line signs overlap each other (Figure 3f), the type of the overlapping lines is changed to
match the line signs (Figure 3g). After checking the line type changes for all continuous
lines, a list of corrected lines is generated (Figure 3h). Finally, after merging the flow
direction information for the lines overlapping with flow arrows, the line object recognition
result is presented as an output (Figure 3i).
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Figure 3. Procedure for recognizing line objects.

From the procedure of line object recognition in P&ID, the step of removing the P&ID
title and outer border is described in Section 5.1, the continuous line detection in Section 5.2,
detecting line signs and flow arrows to determine the type of line and merging the flow
arrow recognition information in Section 5.3, and data format in which line recognition
results are stored are described in Section 5.4, in more detail. In addition, the constructed
dataset required for training a deep neural network will be described in detail in Section 4.

4. Training Dataset Construction for Line Recognition
4.1. Preparation of Initial Training Dataset

For the training of a deep neural network that detects line signs and flow arrows in
P&ID, training data need to be prepared, as shown in Figure 4. For training data, annotation
files and class mapping data are required, along with image files. In the annotation file, the
image path, class name, and region of the object are stored. In the class mapping file, the
results of mapping the class name to be detected to a number are stored.
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When creating annotation files for line signs and flow arrows, bounding boxes cor-
responding to the area of the object are created. In the process of bounding box creation,
for flow arrows, the size of the bounding box can be set to a constant value. However,
in the case of line objects with line signs such as ‘–’, ‘x’, ‘L’ in Figure 1, it is necessary to
consider appropriate size of the bounding box for each line signs. At first, the bounding
box of the line object, including the line sign, was divided, as shown in Figure 5. In the
case of dotted lines, the bounding box was set to include two short lines. In addition, since
the box ratio varies depending on the orientation of the line object (horizontal and vertical),
different labels were assigned accordingly. In this case, the label with the largest difference
in bounding box ratio for the horizontal and vertical orientation is the dotted sign, which
has 7.78 and 0.13, respectively. In the legend used for P&ID, the symbol differs in shape and
size from company to company, but line sign and flow arrow are mostly similar in shape
and size. Therefore, the bounding box ratio for the line sign and flow arrow in Figure 5 can
be applied to other P&IDs in addition to the P&IDs used in this study.
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Using the method described above, an initial dataset consisting of 9108 data was
constructed, as shown in Figure 6, from 82 sheets of remodeled P&IDs by referring to the
P&IDs from a local Korean company.
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4.2. Augmentation of the Training Dataset
4.2.1. Change of Bounding Box Size for the Dotted Line

Pre-training was conducted with the prepared dataset (as above). RetinaNet was used
in this study for the deep neural network used for object detection. The hyperparameter
values of RetinaNet were set as the default values of [23] during pre-training. The epoch
was set to 50, and the step was set to 10,000. After pre-training, the regression loss was
0.0381 and the classification loss was 0.05. As a result of performing a line sign detection
test with the trained deep neural network, most of the line signs and flow arrows were
successfully detected with high accuracy, but dotted lines showed a low level of detection
performance. The reason for the low level of performance in the detection of dotted lines is
that compared to the bounding box ratio of other classes, dotted_line_h and dotted_line_v
had very large ratio values, so it was necessary to adjust the anchor ratios and scale values
for the detection of dotted_line. As a result of running the anchor optimizer [41] on the
initial training dataset in Figure 6 to find the appropriate anchor ratios and scale values,
the anchor ratios of 0.25, 1.0, 4.0 and anchor scales of 0.549, 0.866, and 0.931 were obtained.
However, when the training was performed according to these values, a problem occurred
that 5688 training data out of the total 9108 training data were not correctly matched with
the anchor.

To address this problem the size of the bounding box of the dotted line was changed.
Initially, the bounding box of the dotted line was set to include two short lines, as in Case 1
of Figure 7. However, after the change, the bounding box size was set to have only one
short line, as in Case 2. As a result, the dimension of the bounding box was changed to
60 × 18 and 18 × 60, and the ratio was changed to 3.33 and 0.3. As a result of applying the
anchor optimizer to the training dataset with Case 2 used for the dotted lines, the number
of training data that did not match the anchor was reduced to 16. In addition, because the
amount of dotted line data was doubled due to the change of the bounding box size of the
dotted lines, the total number of training data points was increased to 15,009.
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4.2.2. Data Augmentation

Performing deep neural network training with a small number of image data may
lead to a problem of overfitting. Overfitting refers to a phenomenon in which an accurate
prediction cannot be made for the new input data not used for training due to overtraining
with the training data. To resolve this overfitting problem, the amount of training data was
increased using the image augmentation technique, as shown in Figure 8.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 9 of 21 
 

 
Figure 7. Change of bounding box set for the dotted line. 

4.2.2. Data Augmentation 
Performing deep neural network training with a small number of image data may 

lead to a problem of overfitting. Overfitting refers to a phenomenon in which an accurate 
prediction cannot be made for the new input data not used for training due to overtraining 
with the training data. To resolve this overfitting problem, the amount of training data 
was increased using the image augmentation technique, as shown in Figure 8. 

 
Figure 8. Image modification for training data augmentation. 

As the first augmentation method, the thickness of the lines in the diagram was ad-
justed using morphology operation in order to address the problem of detection failure 
when the thickness of the lines is changed in the diagram. Basic morphology operations 
include an erosion operation and a dilatation operation. If the dilatation operation of the 
2 × 2 kernel is applied, as shown in (1) of Figure 8, the line thickness in the diagram be-
comes thinner. On the contrary, if the erosion operation of the 2 × 2 kernel is applied, the 

Figure 8. Image modification for training data augmentation.

As the first augmentation method, the thickness of the lines in the diagram was
adjusted using morphology operation in order to address the problem of detection failure
when the thickness of the lines is changed in the diagram. Basic morphology operations
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include an erosion operation and a dilatation operation. If the dilatation operation of
the 2 × 2 kernel is applied, as shown in (1) of Figure 8, the line thickness in the diagram
becomes thinner. On the contrary, if the erosion operation of the 2 × 2 kernel is applied, the
line thickness in the diagram becomes thicker. The second augmentation method generates
images with noise application, as shown in (2) of Figure 8. In order to address the problem
where the line sign object in the image is not detected due to the noise in the diagram
image, the training data was augmented by the application of noise. Among various types
of noise, salt and pepper noise was applied to generate images. Salt and pepper noise
refers to the case where the noise is generated by changing the pixel value to 0 or 255 in the
original image with a set probability. That is, black noise is generated in each pixel of the
original image with a specified probability.

The final training dataset generated by applying the above image augmentation
methods is shown in Figure 9. In the case of the dotted lines, the number of data was
doubled because the process of generating the training data was changed to Case 2 in
Figure 7 (total number of training data: 15,009). Here, by changing the line thickness and
adding noise to all data, the amount of data for each label increased by six times. As a
result, after data augmentation, the number of training data was increased to 90,054.
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5. Element Technologies for Line Recognition
5.1. Removal of P&ID Title and Outer Border

Figure 10 shows the method of removing the title and outer border in P&ID. First,
the original diagram image is converted into a binary image. Then, a search is performed
from the left-center to the right of the diagram to find the first pixel having a value greater
than or equal to a threshold. Then, all pixels connected to this pixel are searched. The
searched pixels compose the title and outer border of the diagram. Finally, for the searched
pixels, erosion operation and then dilation operation is performed in turn among the
morphology operations to detect titles and outline areas. The detected title and outer
borders are removed accordingly.
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5.2. Detection of Continuous Lines in a Diagram

The continuous lines in a diagram have various thicknesses. When detecting contin-
uous lines using the Hough transform [25], a line with 2-pixel-or-more thickness may be
detected as multiple lines. In order to prevent this problem, the line thinning process, as
shown in Figure 11, is necessary so that the thickness of all lines in the diagram is set to 1
pixel. When the line after line thinning is called a skeleton line, the skeleton line should
have the following features. First, the thickness of the skeleton line should be 1 pixel.
Additionally, the skeleton line should be located at the center of the line. In addition, the
skeleton line must maintain the connectivity of the original image. For this purpose, the
length of the skeleton line must not be reduced compared to the length of the original line.
In this study, the algorithm of Zhang and Suen [27] was applied for line thinning.
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Figure 11. Lining thinning.

Horizontal and vertical continuous lines are searched using pixel processing tech-
niques. For vertical lines, black pixels are searched while moving from the top to the
bottom of the image. If the coordinate of the current kernel location is (x, y), the pixel
value of (x, y + 1) is investigated repeatedly until the black pixel is no longer detected. For
horizontal lines, black pixels are searched while moving from the leftmost to the right of
the image. The pixel value of (x + 1, y) is investigated repeatedly until no black pixel is
detected. When the detection process of the horizontal and vertical lines is completed, the
start and end points of the line are defined by recording the coordinates of the last pixel.
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The above pixel processing technique is effective when searching horizontal and
vertical continuous lines. However, it is not easy for diagonal lines to apply this method,
so a different method is applied. The method of diagonal line detection is illustrated
in Figure 12. First, all continuous lines in the diagram are searched using the Hough
transform. Then, horizontal and vertical lines are removed from the searched lines to
construct a candidate set of diagonal lines. One line of the candidate set is drawn on an
empty image. Then, the bitwise AND(&) operation is performed between the diagonal line
drawn on the empty image and the original image so that the diagonal line overlapping
with a line of the original image is found. Finally, the start and end points of the detected
diagonal lines are measured.
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Since the results of continuous line detection include lines incorporated with the
symbol or text, these must be removed after the detection of continuous lines. For this, after
detecting continuous lines, the continuous lines located in the bounding box of symbols
and texts are removed using the symbol and text recognition data. Figure 13 shows the
method of eliminating continuous lines overlapping with the symbol and text area. In
this figure, the rectangle represents the bounding box of a symbol or text. As shown in
Figure 13a, if both points of a continuous line are within the bounding box, this continuous
line is removed. On the other hand, continuous lines with only one point within the
bounding box or both points outside the bounding box are not removed.
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5.3. Detecting Line Signs and Flow Arrows in a Diagram and Determining Line Types

When detection of continuous lines is completed, line signs and flow arrows are
identified, and then some continuous lines undergo changes in the line type, and flow
direction information is added to some lines. Figure 14 illustrates this procedure. First, a
high-resolution (9933 × 7016) diagram image is received as input, and this is segmented
into several small images. From the segmented images, line signs and flow arrows are
detected using a deep neural network. After completing the detection, the line sign and
flow arrow detection results performed on multiple-segmented images are merged into
one. Also, if a line sign is situated on a specific continuous line, the type of the continuous
line is changed to match the line sign. Also, if a flow arrow is located on a particular line,
flow direction information is added to the corresponding line.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 13 of 21 
 

Figure 13. Removal of continuous lines corresponding to texts and symbols. (a) Both points of a 
continuous line are inside bounding boxes of symbols and texts. (b) Both points of a continuous line 
are not inside bounding boxes of symbols and texts. 

5.3. Detecting Line Signs and Flow Arrows in a Diagram and Determining Line Types 
When detection of continuous lines is completed, line signs and flow arrows are iden-

tified, and then some continuous lines undergo changes in the line type, and flow direc-
tion information is added to some lines. Figure 14 illustrates this procedure. First, a high-
resolution (9933 × 7016) diagram image is received as input, and this is segmented into 
several small images. From the segmented images, line signs and flow arrows are detected 
using a deep neural network. After completing the detection, the line sign and flow arrow 
detection results performed on multiple-segmented images are merged into one. Also, if 
a line sign is situated on a specific continuous line, the type of the continuous line is 
changed to match the line sign. Also, if a flow arrow is located on a particular line, flow 
direction information is added to the corresponding line. 

 
Figure 14. Change of line types and addition of flow directions using a deep learning model. 

5.3.1. Deep Neural Network for Line Sign Recognition in a Diagram 
In this study, RetinaNet [23] was applied to detect line signs and flow arrows. Reti-

naNet has the feature pyramid net architecture, as shown in Figure 15. Unlike the existing 
detection algorithms in which cross-entropy loss is used for classifier loss calculation, 
RetinaNet uses a focal loss, which is a modification of the cross-entropy loss. Focal loss is 
a loss function developed to resolve the problem of class imbalance between the fore-
ground where the target object is located and the background where the target object is 
not located. A case in which the number of data that each class has in a dataset is different 
is referred to as class imbalance. Since the dataset constructed in this study shows the 
imbalance in which the number of data for certain line signs such as double slash sign 
lines is very small compared to other line signs, RetinaNet using focal loss is an appropri-
ate deep neural network for this case. 

 
Figure 15. The architecture of RetinaNet [23]. 

Figure 14. Change of line types and addition of flow directions using a deep learning model.

5.3.1. Deep Neural Network for Line Sign Recognition in a Diagram

In this study, RetinaNet [23] was applied to detect line signs and flow arrows. Reti-
naNet has the feature pyramid net architecture, as shown in Figure 15. Unlike the existing
detection algorithms in which cross-entropy loss is used for classifier loss calculation,
RetinaNet uses a focal loss, which is a modification of the cross-entropy loss. Focal loss is a
loss function developed to resolve the problem of class imbalance between the foreground
where the target object is located and the background where the target object is not located.
A case in which the number of data that each class has in a dataset is different is referred
to as class imbalance. Since the dataset constructed in this study shows the imbalance in
which the number of data for certain line signs such as double slash sign lines is very small
compared to other line signs, RetinaNet using focal loss is an appropriate deep neural
network for this case.
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Anchor refers to a bounding box with a predetermined size and ratio that is used to
detect various types of objects in an image. The anchor facilitates relatively fast convergence
of the loss function during training and affects the accuracy of object detection. If the
inappropriate size of an anchor is set, it leads to a difference from the bounding box of
the object to be detected, resulting in poor learning performance. Therefore, to achieve
enhanced learning performance, selecting appropriate anchor parameters is important. The
basic anchor sizes used in [23] are322, 642, 1282, 2562, 5122, the basic anchor ratios are 0.5,
1, 2, and the basic anchor scales are 1, 1.269, 1.587. However, in the case of the horizontal O
sign line, the size is 50 × 25, and the vertical length is smaller than the minimum anchor
size of 32. In the case of the horizontal dotted line symbol, the ratio is 3.33, showing
the difference from the basic anchor ratio. In this study, we have set the optimal anchor
parameters for the training dataset using the anchor optimizer. The selected optimal anchor
parameters are 322, 642, 1282, 2562, 5122 in size, 0.289, 0.581, 1.0, 1.721, 3.457 in ratio, and
0.949, 1.182, and 1.543 in scale, respectively.

5.3.2. Changing of Line Types and Merging of Lines of the Same Types

It is necessary to determine whether the line signs and the continuous lines overlap to
change the line type. The procedure to assess the overlapping of the line signs with the
continuous lines is as follows. In the first step, the distance from the center of the bounding
box of the line sign is calculated for a specific continuous line. If the computed distance is
shorter than the width and height of the bounding box, proceed to the next step. In the
second step, it is examined whether this continuous line crosses the bounding box of the
line sign or a part of the continuous line is contained in the bounding box. If this is the case,
it is judged that this continuous line overlaps with the line sign, and the type of continuous
line is changed according to the line sign.

After changing the line type, post-processing is performed through which multiple
lines that have the same type and are connected to each other are merged into one line.
For example, after changing the line type, there are cases in which multiple dotted lines
exist, as shown in Figure 16a. If these dotted lines are located on the same infinite line and
connected to each other, they are merged into one dotted line.
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5.4. Storing Line Recognition Results

When the procedure of line recognition is completed, the results are saved in a file
in extensible markup language (XML) format, as shown in Figure 17. The file structure
is as follows. <class> indicates the type of line. <edge> represents the coordinates of the
start and end points of the line. The coordinates of the start point are expressed as <xstart>,
<ystart>, and the coordinates of the end point are expressed as <xend>, <yend>. <flow>
stores the flow arrow information. <direction> indicates the direction of the flow arrow.
Finally, <bndbox> means the bounding box of the flow arrow.



Appl. Sci. 2021, 11, 10054 15 of 21Appl. Sci. 2021, 11, x FOR PEER REVIEW 15 of 21 
 

 
Figure 17. Line recognition data format. 

6. Implementation and Experiment 
6.1. Experimental Setup 

In accordance with the method proposed in this research, a system prototype was 
implemented that recognizes lines in image-format P&IDs. The prototype system was im-
plemented in Python 3.7 on Windows 10 OS. A deep neural network for the detection of 
line signs and flow arrows was implemented using Keras 2.4 and Tensorflow 2.3.0 librar-
ies. For the hardware, a computer with an AMD RYZEN 7 2700X CPU, 64GB RAM, and 
two Nvidia GeForce RTX 2080Ti graphics cards were used. 

The P&IDs used in the experiment are 82 P&IDs remodeled based on the data pro-
vided by the ‘K’ company. The resolution of the diagram was 9933 × 7016. For detection 
of line signs and flow arrows, nine sheets out of the 82 sheets of diagrams are used as a 
test set for performance evaluation. Of the remaining 73 sheets of diagrams, 90% were 
used as the training dataset, and 10% were used as the validation dataset. Figure 18 shows 
the P&IDs included in the test set. Recognition results of lines in the areas indicated as 
(a)–(e) are shown in Figure 19. 

Figure 17. Line recognition data format.

6. Implementation and Experiment
6.1. Experimental Setup

In accordance with the method proposed in this research, a system prototype was
implemented that recognizes lines in image-format P&IDs. The prototype system was
implemented in Python 3.7 on Windows 10 OS. A deep neural network for the detection of
line signs and flow arrows was implemented using Keras 2.4 and Tensorflow 2.3.0 libraries.
For the hardware, a computer with an AMD RYZEN 7 2700X CPU, 64GB RAM, and two
Nvidia GeForce RTX 2080Ti graphics cards were used.

The P&IDs used in the experiment are 82 P&IDs remodeled based on the data provided
by the ‘K’ company. The resolution of the diagram was 9933 × 7016. For detection of line
signs and flow arrows, nine sheets out of the 82 sheets of diagrams are used as a test set for
performance evaluation. Of the remaining 73 sheets of diagrams, 90% were used as the
training dataset, and 10% were used as the validation dataset. Figure 18 shows the P&IDs
included in the test set. Recognition results of lines in the areas indicated as (a)–(e) are
shown in Figure 19.
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Figure 18. Test P&IDs used for the experiment.

Performance in each training epoch is assessed based on the validation dataset. In the
learning training, the epoch was set to 50, and the step was set to 2500. After performing
the training under the set epoch and step, a sufficient level of convergence was confirmed
with the regression loss at 0.118 and the classification loss at 0.0374. Table 1 shows the
network parameters set during training with the deep neural network. When line signs
and flow arrows are detected through the deep neural network, class, bounding box, and
prediction confidence are calculated. Usually, multiple candidates bounding boxes are
detected for one object. A greedy non-maximum suppression (NMS) algorithm extracted
the bounding box with the highest confidence among the candidate bounding boxes. The
greedy NMS algorithm calculates the intersection over union (IOU) between boxes detected
as the same object, selects boxes with an IOU threshold above a specific value, leaves only
the box with the highest confidence, and deletes the rest. A threshold score of 0.5 and an
IOU threshold of 0.5 was applied in this experiment.
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Table 1. Parameters of the deep neural network used for learning.

Parameter Value

Diagram resolution 9933 × 7016

Segmentation resolution 512 × 512

Segmentation stride 300

Epoch, step 50, 2500

Anchor

Size 322, 642, 1282, 2562, 5122
Stride 8, 16, 32, 64, 128
Ratio 0.289, 0.581, 1.0, 1.721, 3.457
Scale 0.949, 1.182, 1.543

Threshold score 0.5

IOU threshold 0.5

In the proposed line recognition method, the results of recognizing symbols and texts
included in P&ID are used as input. Therefore, using the method in [40], the symbols and
texts included in the test P&IDs were recognized prior to the experiment.

6.2. Experimental Results

Table 2 shows the results of recognition performance for each test P&ID. Approxi-
mately 50 min were taken for each case to perform the detection of continuous lines, and
about 300 s to complete the detection of line signs and flow arrows, respectively. Most of
the time taken for continuous line recognition was spent on the line thinning process (about
90% of the recognition time). The recognition performance for each test P&ID was assessed
in terms of precision and recall. Precision is the percentage of true positives from the results
the network detected. That is, it is the ratio of correctly recognized line objects among the
finally recognized line objects. Recall refers to the percentage of the network predicted
as true positives out of the true positives in the input. That is, it indicates the number of
correctly predicted line objects among line objects existed in the image. Table 2 outlines the
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results of measuring precision and recall for the nine sheets of test P&IDs. The average
values of the precision and recall for the test P&IDs were 96.14% and 89.59%, respectively.

Table 2. Performance evaluation result for test P&IDs.

Test P&ID Precision Recall

1 0.9657 0.9038
2 0.9732 0.9316
3 0.9787 0.9150
4 0.9531 0.8592
5 0.9709 0.9009
6 0.9183 0.8654
7 0.9771 0.8649
8 0.9412 0.9195
9 0.9750 0.8931

Average 0.9614 0.8959

Table 3 shows the performance evaluation results for each type of line sign and flow
arrow included in the test P&IDs. As a result, the recall of Dotted_line_h, which makes up
a large part of the training dataset was lower than that of other line signs and flow arrows
(except Double_slash_sign_line_v and Arrow_s). And among the fewer object types in
the dataset, the recall of Double_slash_sign_line_v and Arrow_s was low; their recall was
lower than that of Dotted_line_h. Through this, it can be determined that the detection
performance of each object type using the deep artificial neural network is affected not
only by the number of training data but also by the detection difficulty of the object shape.

Table 3. Performance evaluation result by line sign and flow arrow types in test P&IDs.

Test P&ID Object Number
in Training Dataset Precision Recall Rank

X_sign_line_h 840 1.0 1.0 1
Dotted_line_h 31,896 1.0 0.9647 8
Dotted_line_v 38,916 1.0 1.0 1

Double_slash_sign_line_h 684 1.0 1.0 1
Double_slash_sign_line_v 1722 1.0 0.8572 9

Arrow_e 2268 1.0 1.0 1
Arrow_w 2148 1.0 1.0 1
Arrow_s 4914 1.0 0.9666 7
Arrow_n 3414 1.0 1.0 1

The line recognition results for nine test P&IDs are depicted in Figure 19. In Figure 19,
different colors are used for the display of different line types. The lines including continu-
ous_line, dotted_line, double_slash_sign_line, x_sign_line, and flow arrow are presented
in light green, red, pink, light blue, and dark blue, respectively. Figure 19a shows the result
of recognizing lines incorporated with flow arrows. Figure 19b shows the recognition
results of continuous_line and dotted_line. Figure 19c shows the recognition result of con-
tinuous_line, dotted_line, double_slash_sign_line, and lines with flow arrows. Figure 19d
shows the recognition result of continuous_line, dotted_line, and x_sign_line. Figure 19e
shows the recognition result of continuous_line and dotted_line.

The following is the outline of example cases where the line recognition was not
performed correctly. First, there was a case where the line sign was not recognized (error
case 1 in Figure 20). If the line sign was not identified, the line type could not be correctly
determined. Second, there was a case where the diagonal line was not recognized (error
case 2 in Figure 20). Third, a continuous line included in an object other than a line in the
diagram was detected (error case 3 in Figure 20). It is considered that the problem of not
recognizing the line signs or flow arrows (error case 1) is to be solved by increasing the
number of training data or applying the latest network. The problem of not recognizing
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a diagonal line (error case 2) requires additional research for searching diagonal lines
undetected in this study. Finally, the problem that a line included in an object other than
a line is recognized (test case 3) is related to the results of symbol and text recognition.
If there is no recognition information of a specific object in the process of removing the
continuous lines overlapping with the symbol and text area, error case 3 occurs. Therefore,
it is thought that error case 3 can be prevented by improving the recognition accuracy of
symbols and texts.
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7. Conclusions

A novel method for recognizing various types of lines in image-format P&ID was
proposed. Compared with previous studies [35,38], the academic significance and unique
contribution of this research lie in that the proposed method enables the recognition of
various types of lines and flow arrows in addition to continuous lines. The proposed
method consists of (1) a preprocessing step to remove the title and outer border, (2) a
detection step to detect continuous lines, line signs, and flow arrows, and (3) a post-
processing step to change line types and merge. For detection of continuous lines, line
thinning, and pixel processing techniques were applied to horizontal and vertical lines, and
Hough transform was used for diagonal lines. Training data was composed for line signs
and flow arrows, parameters optimized for line recognition were defined, and training was
performed with RetinaNet. As for the recognition results of the lines for nine test P&IDs,
average precision and average recall were 96.14% and 89.59%, respectively, demonstrating
high recognition performance.

For the line signs and flow arrows constructed through this study, augmentation of the
training data is required because the number of data in some classes is small. Furthermore,
in order to improve the recognition performance of various line signs and flow arrows, the
latest deep neural network other than RetinaNet is planned to be applied. In addition, the
following additional research will be conducted to shorten the line recognition time. First,
time required will be shortened by changing the thinning method. Second, a method of
recognizing a diagonal continuous line will also be applied to recognizing a horizontal and
vertical continuous line. Third, a method to recognize all continuous lines in the diagram
by applying a deep artificial neural network will be studied.
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