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Abstract: This article presents issues related to the design of sequential control systems. The algorith-
mic design method of sequential control systems is discussed, which allows the design of a diagram
of any sequential system. The algorithmic method uses the description in the form of a connection
formula. The connection formula defines the order of actuations of driver elements, in this case
actuators. The algorithmic method is used, among others, for systems with actuators cooperating
with distributors controlled electrically on both sides. The process of creating a system graph has been
characterized. The operation of the system has been shown graphically. On the basis of the created
graph describing the functions of signal processing, a method for rapid programming of sequential
electro-pneumatic systems with the use of logic elements has been provided. A separate dedicated
timing unit has been used to perform memory functions. Its operation is based on successive states,
in such a way that the next state deletes the previous one. Graph-based systems have been validated
through simulation using Festo’s FluidSim computer-aided design software.

Keywords: analysis of technological processes; automation of technological processes; system graph;
algorithmic method; programming of sequential systems

1. Introduction

The quality and effectiveness of automation systems to a large extent depends on
the technical characteristics of the systems applied in them. Therefore, special attention is
paid to the design of electronics and automation systems, which includes several stages,
starting with the development of a technical task and ending with the serial manufacture
of entire devices.

Many tasks are involved in designing, and the most significant among these is the
analysis and synthesis of the device’s schematic diagram. Its correct implementation con-
siderably reduces the time to execute, prepare and verify the diagram, and also decreases
the number of corrections to the technical documentation after testing the prototype, and
the experimental and trial series. All of the above not only expedite the developed device
production but also reduce the cost of its manufacture. That is why it seems expedient to
present the issues related to the design of control systems.

A digital circuit in which the current state of the outputs depends not only on the
current state of the inputs but also on the sequence of previous input states, is called a
sequential circuit. Generally, when the system has n inputs (x1, x2 . . . xn) and m outputs
(y1, y2 . . . ym) then

Yt = f
(
xt, xt−τ1 , xt−τ2 , . . . .

)
where:

Yt = (y1, y2 . . . ym)
t—the current state of the system outputs at time “t”,

Xt = (x1, x2 . . . xn)
t—the current state of the system inputs and

xt−τi —previous input states of the system (appearing in moments t − τi ),
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wherein i = 1, 2, . . . , 0 < τ1 < τ2 < . . . and
f is a Boolean function.
A digital circuit in which the current state of the outputs Yt depends only on the

current state of the inputs Xt is the name of the combination circuit.

Yt = f
(

xt)
In sequential systems, the relationship between the states of the outputs and the states

of the inputs is not clear. The same states of inputs may in these systems correspond to
different states of outputs.

The status of the outputs is decided by the states of the inputs, which precede the
current state of the inputs, i.e., the history of inputs. The memory of the circuit is responsible
for including this history in sequential circuits.

The memory of the sequential circuit is represented by a k-element sequence of binary
signals (Qi) defining the states of its individual elements. States (Qi) of memory elements
make up the so-called internal state of the sequential circuit.

A = (Q1, Q2 . . . Qn)

In the automation of technological processes, a large variety of control systems and the
use of new components lead to the fact that the issues of synthesis are quite well developed
but only for specific systems [1–5].

By formulating a description of the sequential system using the concept of the internal
state, it can be concluded that the current state of system outputs depends both on the
current state of its inputs and the current internal state, while the current internal state is
the function of the previous state of inputs and previous internal state [6,7].

Formally, the sequential system can be described by the following functions

At+τ = δ(At, Xt)
Yt = λ

(
At, Xt)

where:
Yt = (y1, y2 . . . ym)

t—current state of outputs in time “t”,
Xt = (x1, x2 . . . xn)

t—current state of inputs of the system,
At = (Q1, Q2 . . . Qn)

t—current input state of the system and
At+τ is the next internal state.
The quantity τ symbolizes the delay introduced by the system implementing the

functions δ (in fact, with each signal Q of vector A may be related to a different delay
time, but for general considerations it is not important). The relationship clearly defines
the emergence of the “new” internal state of A on the basis of the “old” (current) state
of A and the current input signals of X. The functions δ and λ in expressions are the
transition function and the function of the outputs of the system, respectively. From
the current internal state of A and the state of the X inputs, the transition function δ
determines the new internal state, and the function of outputs λ determines the current
state of the Y outputs. For a new state A and some X, the transition function determines
the next state of A, while the function of outputs determines the appropriate state of Y, etc.
The mathematical model of a sequential system is often called a machine and the above
relationships describe the so-called Mealy machine. Since the internal state of the system
depends on the state of the inputs, the state of the outputs can be directly dependent on the
internal state (the dependence on the state of the inputs will be indirect). Such a model of
the sequential system is called the Moore machine, and it is described by the functions [6,7]

At+τ = δ(At, Xt)
Yt = λ

(
At)
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The two basic structures of the sequential system are shown in Figure 1, resulting
from the above functions.
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In both cases, the blocks performing the λ functions are combinational circuits, while
the blocks performing the δ functions are sequential. Each sequential circuit can be per-
formed either as a Mealy or Moore machine. In general, it is difficult to predict in advance
what structure is simpler and, therefore, often two of them are to be resolved [8].

In order to ensure correct operation of the asynchronous system, it is assumed that
two conditions are met:

(a) each time the state of the inputs changes, only one input signal changes at a time;
(b) another input signal may change only after the time τ necessary for the internal state

of the system to settle.

In the synthesis of sequential circuits, a complete description of the circuit is needed,
represented as a transition and output graph or transition and output tables. Transi-
tion and output tables are a full equivalent of graphs, perhaps less pictorial, but much
more convenient for further transformations in the subsequent stages of the synthesis of
sequential systems.

The transition table describes the transition function δ, so each pair (A,X) is assigned a
new state A.

On the left side of the board all internal states of the machine are written, and at the
top, all states of inputs. In the array fields with the coordinates (Ai , Xk) for each current
internal state Ai and for each current state of the Xk inputs, the next internal state is given
Aj = δ (Ai, Xk).

The current state of the outputs in the Mealy machine is usually entered in the fields
of the same table because the output function in this case depends on the same arguments
as the transition function. The rules for creating transition and output tables, ways to
minimize internal states, the problem of coding transition and output tables and the
principles of implementing sequential circuits with the use of digital elements of a small,
medium and large scale of integration are presented in the literature [6,7].

In sequential synchronous systems, the rhythm of changes in internal states is deter-
mined by the clock signal. The state of the inputs affects the internal state only at times
determined by the appropriate edges of the clock signal [9]. However, there is no clock
signal in asynchronous systems. The input signals have a direct impact on the internal
state of the system all the time. Thus, each change in the input causes an immediate (taking
into account the propagation time of signals through the system) reaction of the system [9].
The lack of a clock signal makes the synthesis of asynchronous systems (in general) more
difficult than the synthesis of synchronous systems.

In these systems, devices that process the transmitted digital information serially (bit
by bit) cannot be implemented because without an additional signal, the asynchronous
system is unable to distinguish successive “ones” or “zeros” (given side by side). Asyn-
chronous systems are mainly used in automation switching systems.
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The above difficulties are probably the cause of the dominance of asynchronous
systems by synchronous systems, which can be confirmed by the fact of producing complex
digital circuits with a high degree of integration (e.g., microprocessors), precisely in the
synchronous version.

The synthesis of sequential circuits using the conventional state transition and output
table method is simple if the number of inputs and the number of internal states are
not large. However, for systems with more than three inputs and eight internal states,
the difficulty of using transition and output tables increases significantly; the synthesis
algorithms become more complicated (for example, the excitation functions depend on
seven arguments) and the chance of obtaining an optimal solution decreases [7].

In this situation, it seems advisable to search for methods reducing the difficulty
of synthesis and eliminating the above-mentioned defects. These methods can be, for
example [6]:

(a) decomposition of the system into smaller components that are easier to design,
(b) the use of a computer to assist the designer in solving large numbers of tasks variables.
(c) different from the previously described principles of system construction, and, there-

fore, also requiring different synthesis methods.

Decomposition is an important stage of synthesis and is often used, but, firstly, it is
not always possible (not all systems can be decomposed) and, secondly, the methods of
decomposition are not satisfactorily formalized and, therefore, decomposition is carried out
intuitively, and this requires experience and does not always lead to the optimal solution.

The use of synthesis methods (using other forms of layout description, for example, a
computer-assisted flow chart with specialized software) can reduce the problems resulting
from a large number of variables but will not prevent functional complexities occurring in
large systems without decomposition. The review of the above possibilities shows that the
only constructive way to reduce the difficulty of designing complex digital circuits is to
search for qualitatively new methods of synthesis.

In order to meet these expectations, the article presents an algorithmic method used
for the synthesis of sequential, asynchronous electro-pneumatic systems with the use
of logic elements. The algorithmic method of designing asynchronous control systems
is discussed, which allows for the synthesis of virtually any electro-pneumatic systems
used in the automation of technological processes. The algorithmic method of designing
sequential control systems presents the operation of the system in a graphical manner. The
drawn graph describes the signal processing functions that enable fast programming of
sequential asynchronous systems.

Executive elements are actuators cooperating with electrically operated pneumatic
valves [10,11]. In the technological process, actuators create a kinematic structure [12–14].

The position of the actuator is measured in two points. These solenoid valves are used
wherever it is necessary to cooperate between pneumatic systems and electronic devices.
These are bistable solenoid valves that fulfill the function of a flip-flop [11].

It should be emphasized that the algorithmic method of synthesizing asynchronous
actuator control system valve-actuators can also be used if the actuator is a proportional
solenoid valve-actuator. In such a case, to measure the position of the actuator in the
technological process, precise, optoelectronic position transducers [15] should be used as a
feedback for the proportional valve-actuator control system.

2. Algorithmic Method of Sequential Circuit Design

The algorithmic method is used, among others, for systems with actuators cooperating
with distributors controlled pneumatically, hydraulically or electrically on both sides. A
separate dedicated timing unit has been used to perform memory functions. Its operation
is based on successive states, in such a way that the next state deletes the previous one.

The basis for designing the system is a description of the device’s operation and
specifying the conditions necessary for the proper operation [11]. The simplest way to
describe the system operation is a control narrative, which is transformed into descriptions
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in the form of an operating cycle diagram or connection formula. The connection formula
defines the order of actuations of driver elements, in this case actuators. Indeed, the
algorithmic method uses the description in the form of a connection formula. When
adopting this method of description, several assumptions should be made, namely:

• the driver element (actuator) used in the project is marked with a capital letter of the
alphabet starting from A–Z;

• the sign “+” after the symbol of a given driver element (actuator) means activation
(full extension of the piston);

• the sign “−” next to the symbol of a given driver element (actuator) means deactivation
of the driver element (extension of the piston);

• the sign “±” next to the symbol of a given element means a short-term actuation of
the element;

• each cylinder is equipped with sensors detecting the position of the cylinder piston;
• the position of the driver element (actuator) in the ON state is indicated by the symbol of

the given element with the index 0—from logical state 0 (e.g., for element A symbol a0);
• the position of the driver element (actuator) in the OFF state is indicated by the symbol of

the given element with the index 1—from logical state 1 (e.g., for element B symbol b1).

Based on the description of the operation of individual driver elements (actuators)
and the adopted markings, a formula is created that shows the operation of the automaton,
i.e., the order of operation of the actuators. If in the formula there are two symbols of the
actuators one above the other, it means that they operate at the same time. The connection
formula on the example of which the system design will be discussed is as follows

S ± A + B + B − C + B + B − A−
C−

On the basis of the connection formula, the operating cycle diagram of the process
unit is presented in Figure 2.
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The selected sequence is based on three actuators and is as follows:

• in the initial state all actuators A, B and C are retracted,
• after pressing the S button, the actuator A begins to extend,
• after the actuator A is extended, the actuator B begins to extend,
• after the actuator B is extended, it is retracted again,
• after the actuator B is retracted, the actuator C begins to extend,
• after the actuator C is extended, the actuator B begins to extend,
• after the actuator B is extended, it is retracted again,
• after the actuator B is retracted, the actuators A and C start to retract simultaneously.

At this stage, the sequence is completed and the system is waiting for the S button
to be pressed again. Based on the connection formula, a diagram of the system is created,
which is shown in Figure 3. Such a graph is created by placing on its circle as many circles
showing the state of the system as there are elements in the connection formula. Each
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state circle will be the vertex of the system graph. The system graph is described in such a
way that the vertices of the graph are assigned symbols denoting a change in the state of
elements in the order according to the connection formula, while the arches of the graph
circle directed to the vertices of the graph are assigned the signals that cause a change in
the state of the element.
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The arches coming out of the vertices are assigned signals informing that the desired
state has been reached. These signals are, therefore, the signals causing a change in the state
of the element to which they enter. For example, in the case of the presented graph, the
signal coming from the B− vertex is a signal b0 informing the retraction of the B actuator
and a signal that goes to the C+ vertex, which will cause the C actuator to extend. State
S± (system start) is drawn in a double circle as a stable state, and other states, as transient
states, are drawn in a single circle.

The graph obtained in this way is divided into groups. Each group comprises a
segment of the graph circle selected so that the same element occurs only once. The
segments are made of as many elements as possible in a clockwise direction. The section
is created starting from the stable state of the system. The division of groups is created
radially, by running a line from the centre of the circle outside, so that each group is located
between two lines. The number of groups determines the selection of a memory block—the
number of inputs/outputs must be equal to the number of groups. Each created group is
marked with k1, k2,..., kn starting from the group with the S± signal as shown in Figure 4.
Each drawn line dividing the groups is marked with an index letter (e.g., x1, x2,..., xn),
starting from the line closing the first group. Group division signals (x1, x2,..., xn) are
generated by the last output signal in the group, e.g., x2 is generated by the product of the
k2 and c1 signal, which is the last signal in the k2 group. The resulting signal causes the
system to move to the next state of memory, i.e., x2 causes the transition to the state of k3,
while x3 to the state of k4, etc. The first element in a given group is always forced by the
state it is in, e.g., B− being the first state in groups k2 and k4 is forced by each of them. The
graph after division into states has been presented in Figure 4.
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General rules for creating the graph:

1. The graph is drawn based on the operating conditions of the system—the connection formula.
2. The graph is divided into groups in such a way that in each group the state of

individual elements occurs only once.
3. Each separate group is numbered from k1 to kn, starting with the group with the start

signal “S”.
4. The division lines of groups have been marked from x1 to xn, where x1 corresponds

to the end of the group k1, while xn to the end of group kn.
5. Arrows are drawn for each dividing line: from the last circle towards the dividing line.
6. The arch between the dividing line and the next state is designated as the state in

which the arch is located.
7. The arch between the state and the dividing line directed to the dividing line is

designated as signals coming out of that state.
8. Each dividing line is described by an equation in which we multiply the signals from

the arc directed to the dividing line with the value of the state before the dividing line.

3. Designing of Sequential Circuits Using Logic Elements

Based on the graph of the system shown in Figure 4, we find that:

• A+ input requires the product function s k1 to be implemented (s signal from start
button, k1 memory status),

• B+ input requires the sum function execution of two components (a1 k1 + k3) because
the actuation state of the B actuator occurs twice, where the product a1 k1 is the first
state appearing under the influence of the position of the actuator A and the memory
state k1, while the second state of activation of the B actuator appears under the
influence of the state of memory k3,

• input B− requires the implementation of the function of the sum of two components
(k2 + k4) because the B actuator OFF state occurs twice: i.e., under the influence of
memory state k2 and memory state k4,

• C+ input requires the product function b0 k2 to be implemented (product of the state
of the actuator B position and memory k2),

• inputs C− and A− require the implementation of the product function b0 k4 (product
of the state of the actuator B position and the state of memory k4).

In the electro-pneumatic system (Figure 5), the actuators are controlled by solenoid valves.
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The signals generated on the border of the graph segments are used to control the
memory of the system. The system graph (Figure 4) shows that memory switching occurs
according to the following relationships:

x1 = b1 k1, x2 = c1 k2, x3 = b1 k3, x4 = a0 c0 k4,

The input signals to the memory block are read from the graph because they corre-
spond to those arches that occur on the border of division into groups:

• the x1 signal generates the k2 state (through the memory input setting the k2 state),
which simultaneously resets the k1 state (through the memory input resetting the
k1 state),

• the x2 signal generates the k3 state (through the memory input setting the k3 state),
which simultaneously resets the k2 state (through the memory input to reset the
k2 state),

• the x3 signal generates the k4 state (through the memory input setting the k4 state),
which simultaneously resets the k3 state (through the memory input to reset the
k3 state),

• the x4 signal generates the k1 state (through the memory input setting the k1 state),
which simultaneously resets the k4 state (through the memory input to reset the
k4 state).
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In the designed electro-pneumatic system, the 4/2 valves with electric control have
been used (Figure 5). The valve state is set by applying a voltage signal to its coil. Loss of
this voltage keeps the valve in the same state. Applying voltage to the second coil causes a
change in its state.

It should be noted that the use of a circuit memory consisting of a flip-flop RS and a
buffer M is advantageous. The voltage buffer circuit has a high buffer input impedance
and provides a gain of unity.

Based on the graph of a simple system (Figure 4.) and the resulting diagram (Figure 5)
general rules for creating an electro-pneumatic system diagram with the use of logic circuits
can be formulated:

1. Executive elements appearing in the graph are drawn in the general case of A–N,
i.e., double-acting actuators cooperating with bistable solenoid valves;

2. The input signals bus, power signals bus and the memory bus are drawn;
3. The memory bus reflects the division of the graph from k1–kn;
4. To the input signals bus A1–N1, A0–N0 measuring sensors of executive elements

A–N are connected.
5. System memory is created consisting of n RS flip-flops and M buffers, generating the

memory state k1–kn;
6. The memory is controlled by signals generated as a result of the radial division of the

graph x1–xn, respectively, whereby the signal x1 sets the memory to the state k2, the
signal x2 to the state k3, etc., and the signal xn sets the memory to the state k1. The
state of k2 clears the state of k1, the state of k3 clears the state of k2, etc., the state of
k1 clears the state of kn, through appropriate connections of the setting and resetting
inputs of the flip-flops;

7. The setting signals x1–xn the state of memories k1–kn are produced as the products
of the state of the last element present in a given state of memory and the state of that
memory; (e.g., x1 = b1k1);

8. Switching on, switching off the output elements through the solenoid valve coils
from A +, A− to N +, N− takes place by creating products of the state signals of the
element preceding switching on, switching off the next element and the memory state
in which it occurs according to the system graph;

9. The first element in a given memory state is always controlled by that memory signal;
10. In the case of multiple occurrences of the actuator state, the executive element switch-

ing on/off is performed by summing up the signals that are creating its switching on
and off.

For the system, a simulation has been carried out in which the selected state from the
system cycle has been presented below (Figure 6).

The computer-aided design program FluidSim by Festo ( Warsaw, Poland) was used
to verify the designed system. The description of the procedure for creating the electro-
pneumatic system in the FluidSim Pneumatics program is presented [11].

Figure 7 shows the view of the program window in the simulation mode of the
designed electro-pneumatic system. The simulation shows the performed three cycles of
the system operation. Verification of the designed system uses the ability to define the
colors of the lines of electric logic signals (low—dark green color, high—bright green color)
and pneumatic power in the simulation program.
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4. Discussion

Modern developments require major technical novelty. Such novelty is achieved
through the application of new elements and innovative connections, which often precludes
the possibility of using known formulas. The designer must be familiar with alternative
methods that will allow the diagram analysis of any control system included in the device
s/he develops.

This article presents an algorithmic method of analyzing control systems. An algo-
rithmic method of designing sequential circuits has been presented, taking into account
computer support for electro-pneumatic systems. The main emphasis has been placed on
the knowledge of system analysis methods, paying special attention to the algorithmic
(graph) method, which supports the design of any sequential system.

The algorithmic design method of sequential control systems presents the operation
of the system in a graphical manner. The devised graph describes the functions of signal
processing, which enables the rapid programming of sequential electro-pneumatic systems
with the use of logic elements.

The systems designed based on the graph method have been verified by simulation
with the use of Festo’s FluidSim computer-aided design program.

Further research will aim to develop an algorithmic method for designing asyn-
chronous electro-pneumatic systems used in the automation of technological processes,
leading to obtaining a control system in the form of ladder diagrams, which are extensively
used by PLC programmers.

5. Patents

The generalized structure of the control system, developed on the basis of the algo-
rithmic method, was submitted to the Patent Office of the Republic of Poland [16].
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