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Abstract: In this study, vibration based non-destructive testing (NDT) technique is adopted for
assessing the condition of in-service timber pole. Timber is a natural material, and hence the captured
broadband signal (induced from impact using modal hammer) is greatly affected by the uncertainty
on wood properties, structure, and environment. Therefore, advanced signal processing technique
is essential in order to extract features associated with the health condition of timber poles. In this
study, Hilbert–Huang Transform (HHT) and Wavelet Packet Transform (WPT) are implemented
to conduct time-frequency analysis on the acquired signal related to three in-service poles and
three unserviceable poles. Firstly, mother wavelet is selected for WPT using maximum energy to
Shannon entropy ratio. Then, the raw signal is divided into different frequency bands using WPT,
followed by reconstructing the signal using wavelet coefficients in the dominant frequency bands.
The reconstructed signal is then further decomposed into mono-component signals by Empirical
Mode Decomposition (EMD), known as Intrinsic Mode Function (IMF). Dominant IMFs are selected
using correlation coefficient method and instantaneous frequencies of those dominant IMFs are
generated using HHT. Finally, the anomalies in the instantaneous frequency plots are efficiently
utilised to determine vital features related to pole condition. The results of the study showed that
HHT with WPT as pre-processor has a great potential for the condition assessment of utility timber
poles.

Keywords: non-destructive testing; timber utility poles; vibration based damage detection; wavelet
packet transform; empirical mode decomposition; Hilbert–Huang transform

1. Introduction

Timber is a commonly used industrial material due to its accessibility and wide variety
of mechanical and physical properties, such as higher strength to weight ratio, electrical,
and heat insulation and having a simpler and faster installation process [1]. Timber poles
are broadly used worldwide since they are environmental friendly and significantly cheaper
than other alternative materials [1]. Currently, more than 5 million utility timber poles are
used in Australia’s infrastructure which represent 80% of the total poles [2]. Approximately
70% of these timber poles were installed before 1965 [3]. They will require maintenance
and need replacement soon and related cost may reach up to AU$1.75 billion [3]. Routine
inspections are carried out on a regular basis to monitor pole condition which deteriorates
over time due to fungal and termite attacks and climate and soil condition. For maintenance
and asset management, utility pole industry spends AU$50 million yearly to avoid pole
failure and ensure reliability of energy network [3]. In addition, the current pole assessment
techniques available in the market mainly rely on visual inspection, sounding, and drilling.
However, first two techniques greatly depend on the skill of an asset inspector, which
cannot provide consistent accuracy required for ensuring public safety, and drilling is
commonly conducted at the ground level reflecting the local condition of the pole. However,
damage can present in underground section or top part of the pole which is unreachable
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by the asset inspector and that often results into inaccurate prediction of the health state.
Advanced methods like X-ray, ultrasonic tomography, and radiographic methods use
cross-sectional evaluation and can yield highly accurate results. Nevertheless, access to
the underground or overhead information remain a challenge. Additionally, use of these
methods are limited due to high cost, limited computational efficiency, and complexity in
the operation [4]. To overcome these limitations, variety of non-destructive testing (NDT)
methods have been investigated and developed by the engineers and researchers in the
past two decades to provide accurate information on the condition of timber pole/pile
structures such as wave based, and vibration based, NDT methods.

In case of vibration based method, timber pole is hit manually by a modal hammer
and a broadband low frequency input signal is generated [5]. Because the input frequency
is low, generated signal has long wavelength. When the wavelength of the signal gets
bigger than the diameter of the pole, the induced stress wave creates a standing wave
within the pole resulting into vibration of the whole pole [6]. Vibration based method has
been utilised for non-destructive evaluation of timber poles to assess the underground
and top part of the pole since it has higher propagating energies. This method has been
successfully used by many researchers for timber poles [7–11], tree logs [12–14], and pile
type structures [15,16]. Table 1 demonstrates comparison of the reviewed NDT methods
for this study.

Table 1. Comparison of the reviewed non-destructive testing (NDT) methods for this study.

Methods Consistency Accuracy Cost Effectiveness Limitations

Visual inspection Not consistent Limited Cost effective Highly subjective to the experience of
the asset inspector

Sounding Not consistent Limited Cost effective Underground section or top part of the
pole is unreachable by asset inspector

Drilling Not consistent Limited Cost effective Underground section or top part of the
pole is unreachable by asset inspector

Radiography and X-ray Consistent High High cost Limited to local examinations
Ultrasonic tomography Consistent High High cost Limited computational efficiency

Vibration based Consistent High Cost effective Small damage cannot be detected

In this paper, vibration based method is adopted in order to investigate the condition
of utility timber poles since this method can analyse the whole pole by utilizing its dynamic
properties such as natural frequency, mode shapes, damping ratio [17]. Natural frequency is
the most popular damage indicator in the early years of vibration-based damage detection
as it is easy to determine and is generally less affected by ambient noise [18–22]. Natural
frequency-based methods depend on the fact that damage in a structure reduces the
structural stiffness which actually changes the resonance frequencies. Nonetheless, these
methods are model based and need a mathematical model of the structure to obtain
vibration frequencies. Another shortcoming is that changes in frequency caused by cracks
is not very prominent and is often buried under operational and environmental conditions.
Despite some successful application of using natural frequencies as a feature for vibration-
based NDT, extensive research proved that natural frequency alone is a poor indicator
of damage for the condition assessment due to its low sensitivity to damage especially
when severity is low. Hu and Afzal [10] determined the first two natural frequencies of
six damaged timber beams and compared against the same of the intact ones. Their results
showed that first natural frequency is not appropriate for identifying low-level damage.

Numerous researchers proposed that mode shapes and their derivatives are more
consistent and better indicator than natural frequencies as they have local information
that makes them capable to detect multiple cracks. Moreover, they are less effected by
environmental change, for instance, temperature [23]. However, limitations exist in mode
shape-based methods. Firstly, a dense array of sensors is required to obtain mode shapes
and secondly, they are more susceptible to noise compared to the natural frequencies.
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Features that utilise natural frequencies and mode shapes together [24], or derivatives
of mode shapes; for example, mode shape curvature [25], modal flexibility [26], modal
strain energy [27,28] are found to be effective for damage identification. Samali et al. [10]
proposed a modified damage index method for locating damage in timber beams by
utilising first five mode shapes of the structure and their derivatives attained from the
experimental modal analysis. According to the researchers, the modified algorithm is
reliable and economical with few anomalies. Hu and Afzal [23] used a damage indicator
derived from the difference between mode shapes with and without damage using discrete
Laplace transform for detecting multiple damage in timber beams. The damage indicator
was sensitive for designed damage scenarios. However, it was unable to assess the severity
of damage quantitatively. Moreover, the method was also computationally and economi-
cally expensive, since it required 43 impact points for each set of data in the modal tests.
Peterson et al. [29,30] adopted a damage index method for a one-dimensional (1-D) system
that utilises modal strain energy to detect local damage and decay in timber beams using
first two flexural modes. The proposed method found to be effective for single damage
scenarios. However, it yielded limited accuracy for the multi damage scenarios.

Nevertheless, these dynamic properties are affected by orthotropic behaviour of timber
material, various species of wood used for utility poles, changing length and diameter
of poles through the distribution network, difference in climate and soil condition, and
presence of additional restraints, transformers, cross-arm, and conductors. Furthermore,
environmental factors including temperature and moisture content result in difference of
material properties even for the same timber species and geometric location. Additionally,
the testing data obtained from practical field are often non-stationary and non-linear
since the patterns of acquired data frequently changes with time which means frequency
components also changes over time. Consequently, pole assessment results vary ominously
from the practical condition of tested poles.

Regarding this problem, advanced signal processing techniques play a significant
role in the condition assessment of timber poles. The conventional Fourier transform can
be effective; however, it transforms the data from time to frequency domain resulting
into complete loss of time information. Due to this deficiency, time–frequency analysis
has attracted numerous researchers for analyzing field tested broadband signal. Among
all the time frequency analysis techniques, Wavelet Transform (WT) and Wavelet Packet
Transform (WPT) are widely adopted by researchers to deal with such signals which
yielded acceptable outcomes [8,11,31]. In this technique, original broadband signal was
first decomposed into several narrow band signals and then the reconstructed signal
was obtained for each band using WT or WPT from which features can be extracted.
Usually, resolution and decomposition capability is better for WPT than that of WT while
considering a discrete signal [31]. WT can only be used for decomposing the original signal
in low frequency components, whereas WPT can decompose the same signal in both low
and high frequency components. As a result, WPT can process a signal in more details than
WT [31]. However, selection of proper mother wavelet is crucial for both WT and WPT.
Features that are extracted in vibration based method using signal processing techniques
include resonance frequency [7], power spectral density [32], continuous wavelet transform
coefficient [8,9], short kernel coefficient [9] and auto-regressive coefficient, energy value,
and energy coefficient [11]. The signal processing techniques that are used includes fast
Fourier transform [7], continuous wavelet transform [9], short kernel method [9], wavelet
packet transform [11], empirical mode decomposition [11], and auto-regressive models [11]
in order to extract the above mentioned features. However, these features solely cannot
distinguish between serviceable and unserviceable condition poles.

Recently, another time–frequency analysis method named Hilbert–Huang Transform
(HHT) has become more popular for analyzing nonstationary and nonlinear signals [33].
HHT has been adopted for the condition assessment of timber poles using stress wave prop-
agation technique with satisfactory results [34,35]. The key part of HHT is empirical mode
decomposition (EMD) that can decompose field captured broadband signals into subcompo-
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nents or mono-component signals denoted as intrinsic mode function (IMFs). Later, Hilbert
transform is applied to those IMFs to obtain instantaneous amplitude and instantaneous
frequency, thus Hilbert spectrum can be derived representing full energy–time–frequency
distribution. EMD process does not require any convolution [36]. Compared to the Wavelet
transform, the computation time for EMD is also less.

Moreover, it is noteworthy to mention that the concept of the frequency and time
resolution is not included in HHT [37]. Instantaneous frequency obtained from HHT has a
meaning only for mono-component signals and signals obtained from field are not mono-
component but multicomponent. Hilbert transform of IMFs (generated from EMD process)
lead to physically meaningful instantaneous frequencies. However, in practice, HHT suffers
from a number of deficiencies. First of all, the EMD process generates some unwanted
IMFs in the low frequency range that can be misleading during data interpretation of the
data [36]. Secondly, depending on the analysed signal, the first IMF may cover broad range
of frequency in the high frequency range as well which cannot satisfy the mono component
property of IMF [36].

Accordingly, WPT and HHT are employed together in this paper to overcome the
aforementioned challenges. This technique is employed on signals associated with three
serviceable and three unserviceable timber poles. Selection of mother wavelet is important
for the WPT. Maximum energy to Shannon entropy ratio is adopted to select the best mother
wavelet function. Using WPT, the captured vibration signal is decomposed into different
frequency bands and wavelet coefficients are reconstructed in the dominant frequency
bands as new signal for performing further decomposition using EMD. Furthermore,
a screening technique is applied to select the dominant IMFs produced from EMD to
eliminate the undesirable IMFs by computing the correlation coefficients of the IMFs and
the raw analysed signal. Later, Hilbert Transform is applied to those dominant IMFs in
order to generate the instantaneous frequency plot.

The effectiveness of the improved HHT is verified for six poles data collected from
real field. Sudden changes in the instantaneous frequencies are observed in the analysed
signal to determine some vital features related to the health state of timber pole. HHT with
the WPT as pre-processor has been successfully used by Z. Peng et al. [36,37] for roller
bearing fault diagnosis, nevertheless there is still no report on the implementation of this
technique in vibration based damage detection of utility timber poles.

2. Limitation of Original Hilbert Huang Transform:
2.1. Hilbert–Huang Transform

Huang et al. [38] first introduced Hilbert–Huang transform(HHT) as an adaptive
method for analysing nonstationary and nonlinear signals in 1998. Hilbert transform of an
arbitrary signal x(t) has the local properties x(t) of is well-defined as the convolution of
the signal x(t) with 1/t as follows:

y(t) =
P
π

∫ +∞

−∞

x(τ)
t− τ

dτ (1)

where P is the Cauchy principal value. Analytical signal z(t) of x(t) can be found through
coupling x(t) and y(t), as

z(t) = x(t) + iy(t) = a(t)eiϕ(t) (2)

a(t) =
√

x2(t) + y2(t) (3)

ϕ(t) = arctan
(

y(t)
x(t)

)
(4)

where a(t) is the instantaneous amplitude of x(t), which can reflect how the energy of the
signal x(t) changes with time, and ϕ(t) is the instantaneous phase of x(t). Main property
of Hilbert Transform is the instantaneous frequency which has a meaning only for mono-
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component signals. It can be defined as the presence of only one frequency value at a given
time frame or signal. The physical meaning of instantaneous frequency ω(t) of a signal
x(t) can be found from the time derivative of instantaneous phase ϕ(t) as the following:

ω(t) =
dϕ(t)

dt
(5)

However, practical signals obtained from the field are complex and contains more
than one frequency component at a time. In order to obtain physically meaningful instan-
taneous frequencies, original signal captured from field should have one frequency or a
narrow band of frequencies that vary as a function of time. Therefore, captured complex
multicomponent signal must be divided into subcomponents. Huang et al. [38] proposed
a new decomposition technique called Empirical mode decomposition (EMD) for this
purpose. EMD is capable of decomposing a complex multicomponent signal into nearly
mono component signals which are referred as intrinsic mode functions (IMFs). These
IMFs usually satisfy two conditions:

• The number of extrema and the number of zero crossings should be equal or differ by
at most one when considering whole data set.

• The mean value of the envelope defined by the local maxima and local minima is zero
at any point.

A given signal x(t) can be decomposed into different IMFs through EMD process. At
first, all the local maxima and local minima points from a given signal x(t) are identified.
Using cubic spline method, these points are interpolated into upper and lower envelope
of the signal. Secondly, the mean value of upper and lower envelope is calculated which
is denoted as m1(t), and the difference between the signal x(t) and m1(t) is the first
component of shifting process denoted as h1(t) [38] as follows,

x(t)−m1(t) = h1(t) (6)

where h1(t) should satisfy the condition of IMF but ideally that is not the case. h1(t) is
considered as new signal and the whole shifting process is repeated until h1(t) satisfy the
condition of a true IMF, denoted as c1(t). Hence, 1st IMF is obtained which is the highest
frequency component in the original signal. Later, c1(t) is removed from rest of the signal
and the residue of the signal r1(t) is obtained which is expressed as follows:

x(t)− c1(t) = r1(t) (7)

Then this r1(t) is considered as a new signal and the whole procedure is repeated
to find c2(t), c3(t), c4(t), . . . , cn(t) and r2(t), r3(t), r4(t), . . . , rn(t). Stopping criteria
for the shifting process is also defined by Huang et al. [38] for the standard deviation
value which is calculated from two consecutive shifting results and the value is limited
between 0.2 and 0.3. Accordingly, the shifting process will be terminated when rn(t) and
cn(t) meets pre-determined stopping criteria and rn(t) becomes constant or a monotonic
function from which no more IMF can be extracted [38]. The input signal x(t) can be
reconstructed by adding all the IMFs and final residue rn(t).

x(t) =
n

∑
i=1

ci(t) + rn(t) (8)

These IMFs are symmetric, and they will have different frequency at a particular time.
Hilbert Transform is then applied to each IMF and instantaneous frequency and amplitude
are calculated according to Equations (3) and (5). Now the original signal x(t) is expressed
as

x =
n

∑
j=1

aj(t) exp
(

i
∫

ωj(t)dt
)

(9)



Appl. Sci. 2021, 11, 2974 6 of 25

The EMD process combined with Hilbert transform is known as Hilbert–Huang
transform (HHT) and using HHT, original signal can be represented in its instantaneous
amplitude, frequency, and time in a three-dimensional plot. Thus, a full energy-frequency-
time distribution can be obtained which is known as Hilbert spectrum.

2.2. Limitation of Hilbert–Huang Transform for Multicomponent and Nonstationary Signals

In this section, a multicomponent and nonstationary signal is analysed using the
original HHT to discuss its limitation. Figure 1 shows a multicomponent nonstationary
signal which is sampled at 2000 Hz for 4 s and contains 50 Hz, 100 Hz, and 200 Hz frequency
components. Signal’s frequency is initially 50 Hz and 100 Hz and increases to 200 Hz after
2 s. Figure 2 depicts the signal’s IMFs and the residue obtained through EMD process,
whereas Figure 3 demonstrates instantaneous frequencies of those corresponding IMFs
produced from HHT. Colour bar in Figure 3 represents instantaneous amplitude of the
results. From Figures 2 and 3, it is obvious that IMF1 and IMF2 are the real frequency
components that correspond to 200, 100, and 50 Hz, respectively. Moreover, the change
in amplitude and frequency from 100 Hz to 200 Hz after 2 s are visible from the Hilbert
spectrum plot of IMF1 (Figure 3). Other IMFs in the low frequency region are pseudo-
components of the multicomponent signal, which is misleading for the data interpretation.
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This type of phenomenon occurs due to the cubic spline process inherent in EMD.
During cubic spline process, large swings occur at both ends of the signal that can propagate
inside the signal. As a result, whole signal gets corrupted, and some undesirable IMFs are
produced in the low frequency region. Eventually, these undesirable IMFs may provide
misleading information regarding the health state of utility timber poles.

Another shortcoming of HHT is that the first IMF contains a wide range of frequency in
the high frequency region in practice [36]. Ideally, IMF should be nearly mono component
but in case of IMF1, the mono component property cannot be achieved. Practical signals
obtained from field contain more than one frequency at the same time, and IMF will
not have one frequency component or narrow range of frequencies. Nevertheless, the
instantaneous frequency of IMF1 will be still significant to some extent since IMF1 fulfils
the two conditions an IMF should satisfy, and its instantaneous frequency will still be
restricted in its own frequency range.

3. Improved Hilbert Huang Transform
3.1. Wavelet Packet Transform

In order to deal with the above-mentioned problem, the inspected signal can be
pre-processed into several narrow band signals first and then those narrowband signals
can be decomposed by EMD. Therefore, the processed IMF will be in narrow frequency
range and their instantaneous frequencies computed using Equation (5) will be in narrow
range. There are several methods available to act as a pre-processor for decomposing
the original signal into various narrow band signals. In this paper, WPT is adopted as a
proper pre-processor due to its computational efficiency and well-recognised properties
of being orthogonal, complete, and local [36]. Figure 4 exhibits WPT decomposition tree
(three levels) of a time series signal f (t).
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First, the time series signal f (t) is passed through couple of low-pass filter (LF) and
high-pass filter (HF) in order to divide f (t) into low frequency and high frequency compo-
nents known as approximation coefficient (A1,0) and detail coefficient (D1,1) respectively.
The approximation coefficient (A1,0) and the detail coefficient (D1,1) will split themselves
again into a second level approximation and detail coefficients and the process is repeated.
WPT can be expressed as Equation (10).

ϕi
j,k(t) = 2

j
2 ϕi
(

2jt− k
)

(10)

where ϕi
j,k is a wavelet packet function with three indices i, j, k corresponding to modulation,

scale, and translation parameters, respectively. Wavelet function ϕi is derived from the
following recursive equations:

ϕ2i(t) =
√

2
∞

∑
k=−∞

h(k) ϕi(2t− k) (11)

ϕ2i+1(t) =
√

2
∞

∑
k=−∞

g(k) ϕi(2t− k) (12)

where h(k) and g(k) are quadrature mirror filters related to the scaling function and mother
wavelet function, respectively. Wavelet packet coefficients Ci

j,k of signal f (t) are calculated
using the following expression.

Ci
j,k(t) =

∫ ∞

−∞
f (t) ϕi

j,k(t)dt (13)

Each wavelet packet component is reconstructed individually to make a part of the
signal using inverse wavelet transform. The reconstructed signal from wavelet packet (j, i)
is as follows:

f i
j (t) =

∞

∑
k=−∞

Ci
j,k(t)ϕi

j,k(t) (14)

The original raw signal f (t) is obtained by summing the reconstructed signals from
packets of jth level decomposition as follows:

f (t) =
2j

∑
i=1

f i
j (t)dt (15)
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The frequency band of each packet at jth level decomposition, Fj is computed as
follows:

Fj =
Fs

2j+1 (16)

where Fs is the sampling frequency.

3.2. Mother Wavelet Selection

Selection of proper mother wavelet is vital in WPT since the results obtained from WPT
will get affected by the chosen mother wavelet. In this study, maximum energy to Shannon
entropy criterion is utilised to select the proper mother wavelet. Rostaghi et al. [39] and
Rodrigues et al. [40] used a similar criterion for rotating machinery vibration signal analysis
using WPT and DWT. According to this criterion, the mother wavelet that produces the
maximum energy to Shannon entropy ratio is selected as the most appropriate one. Energy
of the signal is obtained from the following expressions:

Ei
j =

n

∑
k=1

(Ci
j,k)

2
(17)

Ej =
2j

∑
i=1

Ei
j (18)

where Ei
j is the energy of ith wavelet packet component at jth decomposition level of the

signal and Ej is the sum of all packet component’s energy in jth level. Ej actually represents
the energy of original raw signal. Shannon entropy (Sentropyj ) is defined as follows:

pi =
Ei

j

Ej
(19)

Sentropyj = −
m

∑
i=1

pi log2 pi i f pi = 0 then pilog2 pi = 0 (20)

Maximum energy to Shannon entropy criterion, R(s) is calculated using Equation (21).

R(s) =
Ej

Sentropyj

(21)

3.3. Dominant IMF Selection Method

A simple but effective screening technique can be applied in order to get rid of
the undesirable IMFs in the low frequency region. Since IMFs are nearly an orthogonal
demonstration of the original signal, the dominant IMFs will be strongly correlated with
the original signal. On contrary, the pseudo-components will have poor correlation with
the inspected signal. Based on this concept, correlation coefficients of IMFs and the
inspected signal can be utilised to select the dominant IMFs. Using this method, correlation
coefficients of the IMFs and the multicomponent nonstationary signal from Figure 1 are
calculated and listed in Table 2. From Table 2, it can be observed that only the first two
IMFs have strong correlation with the inspected multicomponent signal having large
correlation coefficients whilst other IMFs have a very poor correlation with the inspected
signal. Moreover, IMF1 and IMF2 actually contain the real frequency components of the
inspected multicomponent nonstationary signal.
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Table 2. The correlation coefficients of the IMFs and the multicomponent nonstationary signal (Figures 1–3).

IMFs IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

Correlation
Coefficients 0.8857 0.6358 0.00053 0.00028 0.00014 0.00051

Frequency
(Hz) 100 Hz 200 Hz

50 Hz
Pseudo-

component
Pseudo-

component
Pseudo-

component
Pseudo-

component
Time (s) 2 s After 2 s

The proposed combination of HHT and WPT is adopted from the studies of Z. Peng [36,37].
Operation procedures of improved HHT is shown in Figure 5. Experimental program is
described in the following section and the effectiveness of improved HHT along with the mother
wavelet selection and IMF selection method will be verified in Section 5 through a comparative
study between original HHT and improved HHT for serviceable/healthy in situ timber poles.
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4. Experimental Program
4.1. Equipment

To validate the proposed method, vibration testing method using impact hammer
was implemented on three serviceable/healthy and three unserviceable/unhealthy in-
situ timber poles. Since timber is an orthotropic material, its material properties vary in
three different directions: longitudinal, radial, and circumferential. Subhani et al. [41] pro-
posed an appropriate sensor set up for the non-destructive assessment of cylindrical type
structures which has been utilised in this study in order to capture the three dimensional
behaviour of timber pole. For field testing, an impact hammer, 12 accelerometers and a
data acquisition system were employed. Modal hammer Endevco 2303 was used in this
study (1 mV/lbf, 5000 lb range) to generate impact, while Instron 46A16 sensors were used
for capturing accelerations with sensitivity of 100 mv/g (range ±50 g). The NI cDAQ-9133
(1.33 GHz, 16 GB) from National Instrument was used as the data acquisition system with
NI 9232 (3 channel, +/30 V, 102.4 kS/s/channel, 24-Bit, IEPE AI C Series) input modules. A
total of 12 accelerometers were used and was connected to the pole by mechanically means
(as shown in Figure 6a). Figure 6b depicts the portable device used for the testing.  
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4.2. Testing Specimen

Field testing is executed on three serviceable and three unserviceable in situ util-
ity timber poles located at Benalla, Victoria. Detail of the testing specimen is given
in Tables 3 and 4.

Table 3. Detail of three in-situ serviceable timber poles.

Serviceable Pole 1 Serviceable Pole 2 Serviceable Pole 3

Timber species White Stringybark White Stringybark White Stringybark
Timber type Hardwood Hardwood Hardwood
Cross section Circular Circular Circular
Strength class 3 3 3

Durability class 2 2 2
Condition of the pole Serviceable/healthy Serviceable/healthy Serviceable/healthy

Diameter 870 mm 870 mm 980 mm
Above ground height 9114 mm 9144 mm 10000 mm

Location Benalla, Victoria Benalla, Victoria Benalla, Victoria
Chemically treated

timber yes yes yes
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Table 4. Detail of three unserviceable timber poles.

Unserviceable Pole 1 Unserviceable Pole 2 Unserviceable Pole 3

Timber species White Stringybark White Stringybark White Stringybark
Timber type Hardwood Hardwood Hardwood
Cross section Circular Circular Circular
Strength class 3 3 3

Durability class 2 2 2
Condition of the pole Unserviceable/unhealthy Unserviceable/unhealthy Unserviceable/unhealthy

Diameter 890 mm 750 mm 1100 mm
Above ground height 9144 mm 9910 mm 15,240 mm

Location Benalla, Victoria Benalla, Victoria Benalla, Victoria
Chemically treated

timber yes yes yes

The data related to these 6 were collected on the same day and from the same geograph-
ical location, as mentioned in Tables 3 and 4. Condition of these poles were determined
by the asset inspector from Ausnet Services using dig and drill method. Figure 7 demon-
strates pole inspection below ground line using dig and drill method. Usually, 300 mm
deep excavation is done around the pole. Then, ground inspection holes are drilled to
the centre of the pole at an angle of 20 degree between ground line and 150 mm from the
ground line (see Figure 7). This method is undertaken in the suspected area in order to
allow measurement of internal deterioration and amount of sound wood. If sound wood
measurement is below 30 mm, pole is considered as unserviceable, whereas measurement
above 50 mm is considered as serviceable; also, measurements between 30 mm and 50 mm
are considered as having a limited service life.
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4.3. Testing Specimen

Figures 6 and 8 demonstrate the experimental field set up for the vibration testing.
Hammer impact was induced at a height of 1500 mm on the side of the pole with an angle
of 45◦. The sampling frequency was set to 100 kHz. Each pole was struck four times.
Accelerometers were attached on the pole at 1200 mm and 900 mm from the ground level.
Six accelerometers that are located at 1200 mm from the bottom of the pole are designated as
layer 1 accelerometers and the other six accelerometers that are located at 900 mm from the
bottom of the pole are designated as layer 2 accelerometers. For each accelerometer location,
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three positions along the circumference 0◦, 90◦, and 180◦ were taken into account. The
accelerometer which is aligned with the impact line is named as 0◦ and the accelerometer
opposite to 0◦ is called 180◦. In the same way, the accelerometer which is located 90◦

around the circumference is called as 90◦. Additionally, at each accelerometer position, the
displacement was captured in two orthogonal directions, i.e., in the longitudinal (L), radial
(R) for 0◦ and 180◦ and longitudinal (L) and circumferential (C) for 90◦. The illustration of
every accelerometer is named such a way that it represents the location and orientation of
that particular accelerometer. For instance, a notation “A90C1” means the accelerometer
belongs to layer 1 that is located at 1200 mm from the bottom of the pole and the position is
90◦ around the circumference; also, the displacement component is the circumferential one.
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5. Results and Discussion
5.1. Raw Data

Time domain signal of Serviceable Pole 1 from the hammer impact and its correspond-
ing frequency spectrum after performing Fast Fourier Transform (FFT) are demonstrated
in Figure 9a,b, respectively. From the frequency spectrum of impulse, it is observed that
the data tends to lose energy when the frequency exceeds 1500 Hz. That means the main
frequency range of hammer hit lies between 0 and 1500 Hz. It is also obvious that the low
frequency components are dominant in the signal.
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Figure 9. Hammer impact in (a) time domain (b) frequency spectrum.

Raw acceleration data (time domain) of layer 1 and layer 2 of Pole 1 at 0◦, 90◦, and
180◦ position and their corresponding frequency spectrums are shown in Figures 10–12,
respectively. Frequency response function (FRF) is implemented here to normalise the
effect of hammer impact. From the results, it can be observed that the time acceleration
signals from all 12 sensors are non-stationary and exhibit nonlinear characteristics. Since
all the time information is lost after performing FRF, it is impossible to predict how the
frequency components present in the raw acceleration signals and how it changes over
time. It is also very difficult to identify which peaks in the frequency spectrum are the
dominant frequency.
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Figure 12. Captured time domain acceleration data and their frequency spectra at 180◦ position.

From the comparison of Figures 10 and 12, it can be found that longitudinal compo-
nents at 0◦ and 180◦ position are not in same phase, and they are not out of phase as well. It
is also observed that radial components at layer 2 are almost in same phase whereas layer 1
radial components possess very small amplitude. From Figure 11, it can be witnessed that
circumferential component is dominant at 90◦ position and contains more energy than that
of longitudinal component at the same position. Behaviour of these three displacement
components can be found in details in [41,42].
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5.2. Conventional HHT

In this section, acceleration data from A90C1 of Serviceable Pole 1 is analysed us-
ing original HHT (using Equation (9)). Figure 13 demonstrates the Hilbert spectrum
of the inspected circumferential component generated by original HHT. Colour bars in
Figure 13 represent the instantaneous amplitude of the results. Hereinafter, similar colour
bar, labels and notations will be used for all Hilbert Spectrums utilised in this study. From
this figure, original HHT has produced 13 IMFs after EMD operation. An important ob-
servation is that the first five IMFs in the high frequency region contain too wide range of
frequency. Consequently, these IMFs can be barely treated as mono-component or nearly
mono component signal. It can be noted that most of frequency components present in
the first five IMFs are above 2000 Hz which might be related to noise, since the induced
frequency was up to 1500 Hz, as shown in Figure 9b. Hence, the original HHT fails to
reveal the real frequency pattern of the analysed signal.
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5.3. Improved HHT

In order to eliminate the high frequency noise components as described in previous
section, WPT is employed to decompose the captured acceleration signals into different
narrow bands. In addition, selection of mother wavelet function and decomposition level
are also described below which are two vital parameters in WPT. In the next section, mother
wavelet selection method using maximum energy to Shannon entropy criterion is presented
for the acquired acceleration data.

5.3.1. Mother Wavelet Selection

Since discrete wavelet packet is selected for this study, mother wavelet like Meyer,
Gaussian, Mexican hat, and other complex wavelets cannot be used [39]. For the analysis,
a total 32 mother wavelet functions are considered as shown in Table 5. To select the
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best mother wavelet, 12 accelerometer data of Serviceable Pole 1 are used in the analysis.
First, the dominant wavelet coefficient is obtained based on the maximum energy level.
Maximum energy level is found for the first level approximation coefficient (A1,0) for all
the accelerometers. Next, the Shannon entropy value is computed for each accelerometer
data with respect to each mother wavelet using the dominant wavelet coefficient (A1,0).
Energy of the original raw signal from each accelerometer is also calculated. Then the ratio
of the energy to Shannon entropy value (R(s)) is determined for each mother wavelet using
Equation (21). Table 6 shows the sample results of 11 mother wavelet functions which have
the highest energy to Shannon entropy value among 32 mother wavelets analysed for this
study. From the analysis, it is found that bior5.5 wavelet has the maximum ratio of energy
to Shannon entropy (R(s)) and that is why it is chosen as the best mother wavelet for our
study.

Table 5. Mother wavelet functions used in this study.

Family Order

Haar (db1) db1
Daubechies (db) db2-db10, db15, db44
Coiflets (coif) coif2, coif4, coif5
Symlets (sym) sym2, sym4, sym7, sym8
Biorthogonal (bior) bior4.4, bior5.5, bior6.8
Reverse Biorthogonal (rbio) rbio4.4, rbio5.5, rbio6.8
Discrete meyer (dmey) dmey
Fejer-Korovkin (fk) fk4, fk6, fk8, fk14, fk18, fk22

Table 6. Results of 11 mother wavelet functions for 12 accelerometers.

Mother
Wavelet

A0L1 A0L2 A0R1 A0R2 A90L1 A90L2 A90C1 A90C2 A180L1 A180L2 A180R1 A180R2

R(s) R(s) R(s) R(s) R(s) R(s) R(s) R(s) R(s) R(s) R(s) R(s)

db1 0.1581 0.1523 0.1612 0.1575 0.1588 0.1559 0.1480 0.1412 0.1571 0.1483 0.1516 0.1622
db4 0.1577 0.1542 0.1605 0.1577 0.1583 0.1567 0.1509 0.1404 0.1610 0.1490 0.1511 0.1590
db10 0.1586 0.1538 0.1612 0.1579 0.1586 0.1558 0.1504 0.1406 0.1601 0.1485 0.1510 0.1605
db15 0.1596 0.1530 0.1623 0.1581 0.1593 0.1564 0.1504 0.1409 0.1597 0.1487 0.1516 0.1613
db44 0.1578 0.1522 0.1615 0.1556 0.1584 0.1557 0.1508 0.1383 0.1596 0.1482 0.1519 0.1598
coif4 0.1585 0.1534 0.1625 0.1579 0.1594 0.1572 0.1513 0.1412 0.1598 0.1492 0.1525 0.1609
sym4 0.1585 0.1530 0.1626 0.1578 0.1598 0.1568 0.1506 0.1416 0.1591 0.1491 0.1520 0.1612

bior5.5 0.1935 0.1848 0.1977 0.1758 0.1946 0.1908 0.1761 0.1575 0.1972 0.1766 0.1804 0.1976
rbio6.8 0.1674 0.1617 0.1724 0.1629 0.1686 0.1662 0.1586 0.1459 0.1693 0.1564 0.1599 0.1705
dmey 0.1585 0.1525 0.1617 0.1574 0.1587 0.1564 0.1510 0.1404 0.1598 0.1483 0.1521 0.1604
fk22 0.1591 0.1535 0.1622 0.1582 0.1592 0.1572 0.1517 0.1407 0.1605 0.1489 0.1524 0.1609

5.3.2. Selection of Decomposition Level

In order to select the decomposition levels, it is suitable to select more decomposition
levels for reducing the noise interference and extract desirable signal features. However,
part of the important local singularities will be lost in the process. Since sampling frequency
of 100 kHz gives a signal bandwidth of 50 kHz according to Nyquist sampling theorem,
level 5 decomposition level has been selected so that the dominant frequency components
between (0 and 1500 Hz) range can fall into node (5,0) of WPT tree. After that, this
[5,0] coefficient is reconstructed for all the 12 accelerometers. Frequency band of (5,0)
coefficient (0–1562.5 Hz) is considered as the dominant frequency band for our study
(based on Figure 8b). An example of reconstructed signal is illustrated in Figure 14. Finally,
the reconstructed signals are further decomposed using EMD.
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5.3.3. Instantaneous Frequency Analysis Using Improved HHT

In order to overcome the deficiencies of original HHT, improved HHT is employed on
the same inspected signal from A90C1 sensor that has been used for analysing original HHT
in Section 5.2. First, EMD is performed on the reconstructed signal of A90C1 sensor at (5,0)
node from Figure 14. After decomposing this reconstructed signal through EMD, screening
technique based on correlation coefficients value is applied to obtain the dominant IMFs. A
threshold value of 0.1 is selected for the correlation coefficient in order to avoid accidental
removing of some low amplitude but relevant IMFs. After applying improved HHT,
5 dominant IMFs are obtained whereas in case of original HHT applied on the same
acceleration data, there were 13 IMFs which can be misleading. Figure 15 demonstrates the
dominant IMFs after EMD operation for A90C1. Later, instantaneous frequencies of these
dominant IMFs are calculated by Equation (5), and energy–frequency–time distribution of
these dominant IMFs, designated as Hilbert spectrum, is shown in Figure 16. In Figure 16,
some sharp noisy peaks are observed at both ends of the instantaneous frequency plot. This
is known as edge effect which occurs due to the approximation in the EMD process [36].
These sharp peaks at the edges will be avoided for data interpretation.
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One noteworthy behaviour is observed from the Hilbert spectrum of IMF1, A90C1
Serviceable Pole 1. Figure 17 demonstrates the Hilbert spectrum of all IMF1 for A90C1,
Serviceable Pole 1 including all 4 tests. From this figure, sudden change and a sharp
increase in frequency is observed around 0.02 sec which is very consistent for all the IMF1s.
Signal after 0.02 s is related to noise and other uncertainties from field testing. Similar
behaviour is noticed for all IMF1s of A90C2 for Serviceable Pole 1 and Serviceable Pole 2
including all four tests. The results look very consistent irrespective of the fact that all these
IMF1s have different energy values due to different hammer strikes in each test. Therefore,
signal up to 0.02 sec will be considered for data interpretation.

Additional significant finding here is that the improved HHT is able to recover low
frequency and low energy components. Considering the signal up to 0.02 sec in Figure
16, it is observed that instantaneous frequency of IMF5 is almost constant at 55 Hz. This is
the possible fundamental frequency/natural frequency of that particular pole. Similarly,
105 Hz and 250 Hz frequencies are observed for IMF4 and IMF3, respectively, which are
believed to be higher order fundamental frequencies. Since the condition of this pole is
believed to be healthy, there are not much sudden changes in the instantaneous frequency of
IMF3, IMF4, and IMF5 and very slight changes are observed for IMF2. Similar analysis has
been performed for 12 accelerometer data of 3 serviceable poles and 3 unserviceable poles
obtained from all 4 tests in order to check the repeatability and consistency of the results.
After that, frequency range of dominant IMFs, average frequency of each dominant IMF
and standard deviation are calculated. Figures 18 and 19 demonstrate the frequency range
of dominant IMFs, average frequency of each dominant IMF and standard deviation for
Serviceable Pole 1 and Unserviceable Pole 3, respectively, considering all the accelerometer
data. Both the poles are from same species and their strength class and durability class are
also same. Frequency range of dominant IMFs for Serviceable Pole 1 are found to be in a
similar range with good consistency considering the variability and uncertainty can exist
in any field testing (Figure 18). On the other hand, frequency ranges of dominant IMFs for
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the Unserviceable Pole 3 (from Figure 19) are found to be bigger than that of the serviceable
pole case. Standard deviation values are also relatively high for the Unserviceable Pole 3.
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Figure 20 shows the instantaneous frequencies of dominant IMFs for A0R2 sensor, Un-
serviceable Pole 1 using improved HHT. IMF1, IMF2, and IMF3 are found to be dominant
for A0R2 sensor using correlation coefficient method. Another major finding from this
figure is that instantaneous amplitude of IMF1 is significantly higher than instantaneous
amplitude of IMF1 for the serviceable pole case from Figure 16. This phenomenon is ob-
served for sensors in the radial directions which contains highest energy since the hammer
impact was made in the radial direction (horizontal). Similarly, instantaneous amplitude of
IMF1 for A0R2 are studied for all three serviceable poles and three unserviceable poles.

Figure 21 illustrates the instantaneous amplitude of IMF1 for A0R2 considering all
six poles used in this study. From this figure, it is clearly observed that instantaneous
amplitudes of three unserviceable poles for A0R2 sensor are significantly higher than
that of three serviceable poles. This finding is observed for all six poles and for all four
repeats which reassures the accuracy and consistency of the study. Figure 22 shows the
instantaneous amplitude of IMF1 for A0R1 considering all six poles. From this figure, it is
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apparent that A0R1 yield the same conclusion (as for A0R2) on considering instantaneous
amplitude as damage sensitive feature. However, A0R1 for Unserviceable Pole 1 does not
follow this trend. This is related to an error in capturing data during the field testing. To
further elaborate this, Figure 23 shows the time vs. acceleration data and their frequency
spectrum from A0R1 of Unserviceable Pole 1. From this figure, it is observed that amplitude
of A0R1 is very low compared to A0R2 due to connection problem during field testing. As
a result, A0R1 did not capture any data while testing Unserviceable Pole 1.
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Figure 23. Captured time domain acceleration data and their frequency spectra at A0R1 and A0R2 for Unserviceable Pole 1.

For this study, instantaneous amplitude of 0.02 obtained from IMF1 of A0R1 and A0R2
(from Figures 21 and 22) is considered as the threshold point to differentiate unserviceable
poles from serviceable ones. This observation was consistent for all four repeats as well.
Therefore, it can be concluded that instantaneous amplitude will increase according to the
severity of damage. If instantaneous amplitude of dominant IMFs is noticed to be increased
significantly over time during routine inspection, pole condition can be considered to
worsen, and adequate steps should be taken in order to avoid pole failure. Such a finding
is vital for condition assessment utility timber poles.

6. Conclusions

In this study, vibration-based NDT using HHT with WPT as pre-processor are adopted
for determining features (natural frequencies) of timber poles with a view to assess its
condition. In the proposed method, raw vibration signals are captured from field using
impact hammer and portable data acquisition system equipped with 12 accelerometers. The
signals are multicomponent and nonstationary and use of FRF alone cannot satisfactorily
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determine the natural frequencies. Therefore, WPT along with a mother wavelet selection
method is employed as a pre-processor to decompose the captured raw signal into several
narrow bands. Then EMD is utilised on these narrow band signals to obtain IMFs. After
that, a simple screening technique is applied to retain the relevant IMFs that are related
to the raw signal. Both original HHT and improved HHT have been used to analyse the
vibration data of serviceable/healthy and unserviceable/unhealthy in situ timber poles.
From the analysis, it is found that improved HHT has better computational efficiency
than the original one for the vibration data analysis of timber utility poles. Natural
frequencies have been identified which is vital for the health state determination of timber
poles. Additionally, condition of the pole can be considered healthy if slight variation in
instantaneous frequency is observed for dominant IMFs. From the comparison between
serviceable and unserviceable pole, it is found that instantaneous amplitude of dominant
IMFs rises according to the severity of damage. Since the condition of the pole vary with
time, routine inspection is essential. If amplitude of instantaneous frequency and variations
are increased with time, pole condition is referred to have deteriorated and sufficient
measures should be undertaken accordingly.
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