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Abstract

:

This article shows how to create a robust thermal face recognition system based on the FaceNet architecture. We propose a method for generating thermal images to create a thermal face database with six different attributes (frown, glasses, rotation, normal, vocal, and smile) based on various deep learning models. First, we use StyleCLIP, which oversees manipulating the latent space of the input visible image to add the desired attributes to the visible face. Second, we use the GANs N’ Roses (GNR) model, a multimodal image-to-image framework. It uses maps of style and content to generate thermal imaging from visible images, using generative adversarial approaches. Using the proposed generator system, we create a database of synthetic thermal faces composed of more than 100k images corresponding to 3227 individuals. When trained and tested using the synthetic database, the Thermal-FaceNet model obtained a 99.98% accuracy. Furthermore, when tested with a real database, the accuracy was more than 98%, validating the proposed thermal images generator system.






Keywords:


generative models; data generation; images generation; real-world applications












1. Introduction


During the last decade, the field of Artificial Intelligence has grown considerably. Through new algorithms, it helped to create new applications such as autonomous driving, the prediction of 3D structures in proteins for amino acid sequences [1], mastering games with limited training data using deep reinforcement learning [2,3], learning to create visual concepts and draw artworks from natural language supervision [4], or the effective use of machine learning algorithms for complicated tasks such as the diagnosis and modeling of aerospace structural defects [5]. All these would not have been possible without neural networks and deep learning. Deep learning is a subfield within machine learning that uses different architectures based on neural networks that allow learning various tasks using deep representations of neural layers. The models can learn to conduct these tasks automatically when trained with hundreds or thousands of input data.



Face recognition (FR) is a natural way of recognizing people. It has also been used with great success in deep learning through different architectures, mainly based on convolutional neural networks (CNN). Currently, architectures such as Inception-ResNet [6], vision transformers [7], and algorithms designed for efficient and robust face comparison [8] are used for FR. These architectures have achieved fascinating results in controlled conditions. However, in real applications, different factors, such as changes in lighting conditions and pose variations, significantly affect the performance of such systems [9]. Accordingly, to improve the performance of such face recognition systems, developers should use many face images with different poses and lighting conditions for optimal performance.



A solution to improve the capabilities and overcome the limitations of the visible images in facial recognition applications is the use of thermal images since they have properties such as invariance to lighting conditions and robustness in pose variations [10,11]. Due to the properties of infrared radiation, thermal cameras make it possible to obtain images captured in the longwave infrared spectrum (8–12 µm) so that they can operate in complete darkness. e.g., from Figure 1, it is possible to observe how the thermal image remains unchanged in the scene, even when it has extreme variations in illumination (low and high light intensity, darkness) in the visible image. The use of thermal images could help to improve the performance of face recognition systems in deep learning applications. However, massive training data is necessary to build efficient models. Unfortunately, there are no extensive databases in the literature having thermal images available to train FR models with deep learning.



On the other hand, within deep learning, some architectures allow the generation of synthetic data indistinguishable from the real ones, mainly based on three strategies: Variational Autoencoders (VAEs) [12,13,14], Generative Adversarial Networks (GANs) [15,16,17,18], Denoising Diffusion Probabilistic Models (DDPM) [19,20,21,22]. From the three types of architectures, GANs can generate more realistic images. VAEs, on the other hand, are good at learning latent, even though their resulting images are blurry. Finally, DDPMs are much slower due to their Markov process.



In this work, we propose using thermal images to improve the performance of facial recognition systems based on deep learning approaches. The objective of the work is to enhance the performance of facial recognition systems by generating synthetic thermal images to build an extensive database of thermal images of faces and thus train face recognition systems. As an input to the system, we use visible images manipulated to obtain different characteristics. The visible image is manipulated using StyleCLIP [23] to get various characteristics in the image, such as frowns, smiles, etc. Then, we use the GANs N’ Roses (GNR) [24] model to generate thermal images. This model can generate thermal images from visible images by learning a map of a content code from visible images and adding a randomly chosen style (e.g., temperature, beard, glasses, hairstyles, etc.). Thus, the model can generate very diverse outputs. To control the different styles in the thermal images, we built classifiers to obtain desired features used to create the synthetic thermal face database. We used the database to train a robust Face Recognition model called FaceNet [8]. FaceNet is a neural network to efficiently recognize faces using image embedding by optimizing the distance between embeddings. FaceNet minimizes the distance between images of the same person and maximizes it if the images are of different people, thus obtaining a robust comparator model.



The contributions that we highlight from the manuscript are as follows. First, from the work presented here, we created an extensive database of thermal images, which developers can use to train deep learning models for face detection and face recognition. Second, we present a generation system for the automatic creation of thermal images without the need for human supervision. Third, we describe a robust facial recognition system (Thermal-FaceNet) that operates automatically in the thermal range (8–12 µm). Accordingly, we use our synthetic thermal database to perform face recognition tests using FaceNet to analyze the fidelity of artificially created thermal faces.




2. Related Work


This section presents the state of the art of image generation, latent space manipulation, and face recognition, which allow us to explain the Deep learning models used in this article.



2.1. Image Generation


Generative Adversarial Networks (GAN) were introduced in 2014 by Goodfellow et al. [14]. GANs have achieved impressive results in computer vision [17,18,25], image-to-image translation [26,27], inpainting [28,29], and image segmentation [30,31]. Facial manipulation tasks have continuously gained attention in recent years due to the high demand for facial editing applications. Facial manipulation classifies as latent space manipulation, which allows working with unique features of the face.



GAN works using a probability distribution for the noise input    p z   ( z )    that will allow us to learn the distribution of generator    p g    of data  x , which represents a mapping of the data space   G  (  z ;  θ g   )  .    G  is a differentiable function obtained from a multilayer perceptron with parameter    θ g   . In addition, another neural network   D  (  x ;  θ d   )    is defined: a discriminator that allows classification between two classes, obtaining a scalar output.   D  ( x )    represents the probability that  x  is derived from real data and is not obtained from synthetic data    p g   . We want to train the discriminator  D  to maximize the probability of assigning a correct label for real training examples and examples provided by generator  G . Simultaneously,  G  is trained to minimize   log  (  1 − D  (  G  ( z )   )   )    and mislead the discriminator. Therefore, both generator  G  and discriminator  D  compete in a game referred to as a “two-player minimax game”, that is, G must be minimized, and  D  must be maximized in the following function (Equation (1)):


  m i  n G  m a  x D  V  (  D , G  )  =  E  x ~  p  data    ( x )     [  log D  ( x )   ]  +  E  z ~  p z   ( z )     [  log  (  1 − D  (  G  ( z )   )   )   ]   



(1)







Unlike GAN, Variational Autoencoder (VAE) and Denoising Diffusion Probabilistic Models (DDPM) offer diversity rather than quality. New variants have shown promising results [32]; the very deep VAES (VDVAEs) architecture shows to be the first VAE that works in tandem with autoregressive image models in which its sampling rate matches that of a GAN. VQGAN [33], which combines VQVAE using transformer models and a GAN discriminator, was proposed to outperform BigGAN [25] in terms of quality. Researchers at OpenAI have presented incredible results [4], by using the transformer architecture, the text and image inputs can be combined using a discrete VAE. The authors trained the algorithm with 250 million pairs of text and images to achieve unprecedented diversity and rendering quality. Furthermore, new works with probabilistic diffusion models have shown comparable results to GANs. In [22], the authors show how DDPMs are improved by simple modifications in the algorithm, obtaining high-quality results.




2.2. Latent Space Manipulation


There are several algorithms for the manipulation of the latent space. In general terms, GANs have inputs called latent space. By modifying the latent space, it is possible to identify different directions that generate specific images, such as the exact content of a scene but with changes in texture, color, or other attributes.



There are several methods for supervised control to untangle the space from the GAN, e.g., ref. [34] uses labels to train for different features, and [35] codes the semantics in the latent space. On the other hand, some unsupervised methods try to determine what the GAN space has learned by asking the same model to show what it has learned. In addition, there are new important advances with StyleCLIP [23] which allows modifying the latent space of the GAN, using text as the input. The model uses a GAN called StyleGAN2 [17], which is guided using a text prompt that is processed using the CLIP model (Contrastive Language–Image Pre-training) [36]. CLIP has a loss function that uses a constructive measure between the visual characteristics of the image and the characteristics obtained from natural language. Other models propose similar ideas, such as DALL-E [4], a neural network that generates images from text and is the natural extension of GPT-3 [37], a neural network capable of generating text similar to what humans do. DALL-E is a 12 billion parameter neural network trained using a paired text and image data set. The authors have processed images at 256 × 256 resolution during training, after which they used a discrete VAE [32] to compress the images to 32 × 32 grids (discrete latent codes), such as in VQVAE [33]. The text is encoded by transformers resulting in a resolution of 256 tokens that are concatenated with the 1024 (32 × 32 grid) tokens from images.




2.3. Face Recognition


On the other hand, the automatic recognition of human faces in unconstrained environments has attracted increasing interest in the research community in recent years. Unconstrained environments mean real-world conditions that include natural variations in illumination, different facial expressions, poses, accessories, and occlusions, i.e., no restrictions on environmental conditions. Today, most systems use face recognition algorithms based on the visible spectrum, which is not suitable for proper recognition in an uncontrolled environment. The visible light systems use reflected visible light for capturing images. When lighting conditions are poor, the system performance decreases, mainly due to the dependence on the ambient lighting conditions and variations in the face pose and facial expression changes.



Neural networks have been used for face recognition using Deep Learning approaches based mainly on Convolutional Neural Networks (CNN). Deep learning pre-trained models are mainly employed for prediction, feature extraction, and fine-tuning in face recognition. The following pre-trained models stand out: the VGG16 [38], InceptionResNetV2 6], InceptionV3 [39], MobileNetV2 [40], DenseNet121 [41], and Xception [42] models, which are applied for feature extraction. Currently, Deep Learning-based face recognition algorithms, such as FaceNet [8], Sphereface [43], VGGface2 [44], and ArcFace [9], use complex convolutional network architectures based mainly on ResNet architecture. They obtain high recognition rates (>99% accuracy) for standard databases, e.g., Labeled Faces in the Wild database (LFW), commonly used in state-of-the-art methods. Additionally, the recent use of vision transformers-based architectures [6] gets results comparable to CNN [45].





3. Visible and Thermal Face Database


In the literature, there are few thermal databases available that are public and also show variability in thermal images. Thermal databases generally present images acquired in a single session, contain few individuals, and have low resolution. We need a database with visible and thermal images with different characteristics and good resolution for our system. Therefore, we have selected the PUCV-VisibleThermal-Face (PUCV-VTF) database [46]. The PUCV-VTF database contains thermal and visible images acquired with two different sensors and allows us to study the fusion of these images. We acquired visible images with a 640 × 480 pixels PS3Eye camera, while we acquired the thermal images using a FLIR Tau 2640 camera with 640 × 512 14-bit resolution. The database includes 76 individuals with five subsets, in which each subset has several images with different attributes. This gives a total of 12,160 images in both visible and thermal spectra. In addition, we added thermal images of 46 individuals to the database, obtained with the same thermal and visible camera, corresponding to images not included in the PUCV-VTF database. Therefore, the total number of images in this database is 15,668 images. Figure 2 shows some examples.



All the database’s images, visible and thermal, are aligned to the eyes’ position and cropped to 256 × 256 pixels, obtaining only the face. A visible face detector called multitask cascaded convolutional networks, MTCNN [47], was used to get the bounding box coordinates. When observing the visible images of the PUCV-VTF database, their noise can be noticed, which can be detrimental to the training of our proposed generation model. The Deep Face Dictionary Network, DFDNet [48], is used to eliminate the noise, which corresponds to a deep face model that operates with a network of dictionaries to perform face restoration.



DFDNet consists of two stages. Initially, it generates the deep components of the dictionaries from the high-definition image database using k-means. The model uses these generated dictionaries as candidate reference components. In the second stage, the model selects the dictionary with the most similar structure to the input for each degraded component. Each dictionary is then normalized using component AdaIN [49], based on the input components to eliminate style diversity in the distribution. The restoration process uses the selected dictionaries to guide the dictionary transform method. Then a confidence score is used in the chosen dictionary to generalize different levels of degradation through the fusion of the weighted value. Our experiments used 15,668 visible images to train the model and remove noise. Figure 3 shows some examples of the application of the DFDNet algorithm.




4. Thermal Face Generation System


We describe below the proposed system for generating thermal images from visible ones. It is employed to create an extensive database for training the FaceNet model. In general terms, the system uses a visible image as input and a text prompt that feeds the attribute to assign to the thermal image at the output. For example, let’s consider a visible image of a person and a text with the word “smile”. In the first stage, the StyleCLIP algorithm oversees manipulating the visible image using the text, turning the person in the image into a smiling person. The second stage uses the GANs N’ Roses (GNR) model to perform the visible-to-thermal image transformation. Since the GNR model allows generating diverse thermal images, we use classifiers trained with six different styles (frown, glasses, rotation, normal, vocal, and smile) to select the seeds for generating such thermal images. This workflow is presented in Figure 4. The proposed system explanation is presented in the following subsections.



4.1. StyleCLIP


StyleCLIP [23] can modify visible images through a scheme that uses the CLIP loss function as a base to optimize a latent input space of the StyleGAN2 [17] generator. CLIP is a powerful algorithm to connect the text with images in a contrastive way. The general idea of StyleCLIP is to guide the source latent space    w s    of a GAN generator from a text prompt, which is done by three methods: latent optimizer, latent mapper, global addresses. The loss function (Equation (2)) used for StyleCLIP uses three components: (i) the loss of CLIP,    D  CLIP    , which is calculated by measuring the cosine similarity between encoded text “t” and the encoded image; (ii) the loss of similarity,    λ  L 2      |   |  w −  w s   |   |   2   , between the output and the input, to maintain a percentage of similarity with the input image; iii) the identity loss,    λ  I D    ℒ  I D    ( w )   , based on a pre-trained ArcFace network [9],   R  (  G  ( w )   )   , for facial recognition, which is computed by using the cosine similarity   〈 . , . 〉  . The values    λ  L 2     and    λ  I D     can be chosen in dependence on the desired output. By solving the optimization problem by backpropagation using the fixed StyleGAN2 generator   G  ( w )    and the CLIP image encoder it is possible to obtain the desired changes. Figure 5 shows examples where visible images have been modified.


   ℒ  ( w )  =  D  CLIP    (  G  ( w )  , t  )  +  λ  L 2      |   |  w −  w s   |   |   2  +  λ  I D    ℒ  I D    ( w )      ℒ  I D   = 1 − 〈 R  (  G  (     w s   )   )  , R  (  G  ( w )   )  〉   



(2)








4.2. GANsN’Roses (GNR)


GNR [24] is a model for converting one style to another (image-to-image translation) using GAN. This model is characterized by separating style and content from the generated image. GNR can produce a wide range of output images, thermal images in our case, with a single content code. The result is diverse and represents a thermal image made from a single visible image. GNR is a multimodal image-to-image translation framework that uses a simple formalization of the maps using style and content. The content is the set of elements that change when the facial images are subjected to a family of data augmentation transformations. In contrast, the style corresponds to the elements that do not change. Therefore, the content affects the face parts’ locations in the image, and the style affects how the face parts are rendered. Accordingly, it is possible to learn a mapping from face images to content codes with this definition. Figure 6 shows a diagram of the generator and discriminator used by GNR.



Figure 6 shows how the GNR algorithm works. Let’s consider a visible image to apply data augmentation, obtaining multiple images with the same style. These images are encoded using the  E  encoder, making it possible to get encoded vectors with the content information    c A    and style    s A    of the input visible image. Subsequently, the content vector    c A    is decoded together with a random style    s B   , obtaining multiple thermal images with variations in content. These thermal images are then re-encoded using only the    c B    content. Combining the thermal content    c B    with the original style generates the reconstruction of the visible image using another decoder. The idea of GNR is to keep the content vector throughout the training, and for the reconstructed image, to be as close to the initial visible image as possible, giving different styles to the output thermal image. The discriminator in its penultimate layer calculates the standard deviation of the minibatch and passes it to another network of the fully connected type. This means that the discriminator can find the diversity differences without batch variations, assuring content diversity for the samples generated.



The GRN training employs the loss function shown in Equation (3). This loss is composed of three-loss functions. The first corresponds to the style-consistency loss function (   ℒ  scon    ), which keeps the style invariant. The second is the cycle-consistency loss function (   λ  cyc    ), which aims at maintaining the initial content code by calculating the distance measured between the reconstructed image and the initial image. The third component corresponds to the adversary loss function (   ℒ   adv       ), which uses   R 1   regularization [50] in the discriminators. The values    λ  scon    ,    λ  cyc    , and    λ  adv     correspond to parameters used to improve the model optimization. We used the following parameters to train the model:    λ  scon   = 10  ,    λ  cyc   = 20  ,    λ  adv   = 1  .


  ℒ =  λ  scon    ℒ  scon   +  λ  cyc    ℒ  cyc   +  λ  adv    ℒ   adv       



(3)






   ℒ  cyc   =  E x   [     |   |     x i   ^  −  x i   |   |   2   ]   










   ℒ  scon   = V a r  ( s )   












4.3. Thermal Classifier and Comparator Module


After obtaining the thermal image generated by the GNR model, we must select which characteristics we want for our synthetic database. Therefore, we use three deep neural networks models called Inception ResnetV2, VGG16, and InceptionV3. Inception ResnetV2 is a model characterized by its residual connections, which allows it to solve the fading of the gradient. The main idea is the jump of connections, which allows the activation from a layer to a future or deeper layer. VGG16 is a convolutional neural network model that reaches 92.7% accuracy having the fifth-best test accuracy score in ImageNet, a database of more than 14 million images with 1000 classes. InceptionV3 is characterized by having multiple filters of different sizes in the same layer or level. This neural network solves the bottleneck action in some convolutional neural networks. In addition, it incorporates new factoring methods to make training computationally more efficient. In our case, we have trained all models to classify six attributes: frown, glasses, rotation, normal, vocal, and smile.



The seed to generate the synthetic thermal images comes from the comparator module. With the information from the thermal classifier, it is possible to know the class of the thermal image obtained from the GNR model. This image is contrasted with the text prompt used in StyleCLIP. If the label received from the classifier and the text prompt is identical, that seed is chosen to generate different thermal images of the same person obtained with the seed. Then, we selected several persons using the six chosen attributes to generate the synthetic database using this principle.




4.4. Results of the Proposed System


Regarding the proposed system, the StyleCLIP model cannot be used directly with thermal images because the CLIP algorithm was trained with visible images and text. On the other hand, the GNR model adds thermal styles randomly, so it is necessary to use classifiers to select the images we want in our database. Thus, to create our proposal it is necessary to train the GNR model with visible and thermal images and train the thermal classifiers.



The image generation model, GNR, was trained with the PUCV-VTF database, using 15,668 visible and thermal images. To evaluate the result obtained by GNR, two metrics, FID [51] and LPIPS [52], are used. Fréchet Inception Distance (FID) is a metric of the differences in the density of two distributions in the high-dimensional feature space of an InceptionV3 classifier, comparing activations of a previously trained classification network on real and generated images. To calculate the FID, Equation (4) is used:


  F I D =   ‖ m −  m w  ‖  2 2  + T r  (    C +  C w  − 2      (  C  C w   )    1 / 2    )   



(4)







The Wasserstein-2 distance is combined with the low-dimensional embedded vector from the network Inception V3. The  m  and  C  parameters are the mean vectors and covariance matrices in the embedding space. The subscript  w  corresponds to the generated image, while the terms without subscripts indicate the real image. A low FID value shows a better generation of synthetic images.



Learned Perceptual Image Patch Similarity, LPIPS is a metric that calculates the perceptual similarity between two images using deep network activations. A small LPIPS score indicates mode collapse and lack of diversity when varying style codes. In our case, we generated ten output images for each test image, from which we calculated their LPIPS distance. Then, we averaged all distances for all test images.



To compare the performance of our thermal generation imaging system, we have selected the Pix2pix [53] model. Pix2pix is a conditional GAN designed for image-to-image translation; therefore, thermal images are generated from visible images (as our proposed system does). The Pix2pix model is characterized by a U-Net type generator [54] and a PatchGAN type discriminator [55]. We used the same database (PUCV-VTF) as the GNR model to train this model. In addition, we used 100 epochs and the parameters of the original Pix2pix article [53] for the training process.



This way, Table 1 presents the results obtained for the GNR model and Pix2pix. Note that the FID is lower for the GNR model while for Pix2pix, the FID is higher; this implies that the translation from visible images to thermal images is inadequate for the Pix2pix model. The LPIPS value is not so low for both models, which indicates that the generator has diversity when generating thermal images.



We trained the thermal classifiers to select six attributes (frown, glasses, normal, rotation, smile, and vocal) to generate the synthetic database. We used 1644 images for each class for training these models, obtained from the PUCV-VTF database. Table 2 shows the result of classifying a test set, which contains 1567 thermal images never seen before by the models. We can highlight the InceptionResnetV2 method with a performance of 0.9827 of accuracy. This classifier will be used to build our automatic thermal imaging system.



Finally, we conducted a thermal imaging generation experiment using the proposed model. As a result of the iterative process described in Figure 4, a database composed of 103,137 thermal images was obtained, corresponding to 3327 different subjects, with 31 images for each person in the synthetic database. The processing time used to generate the thermal database was 7 h and 30 min. Figure 7 presents the results of some images generated with the proposed system. Note that the results obtained are diverse; they show different subjects with the six selected attributes. We implemented our system in a computer running the Linux operating system, an Intel Xeon CPU at 2.30 GHz, 13 GB of RAM, and a GPU Tesla K80 with 24 GB of memory. We implemented the generation system in Python 3.8 from the Python Software Foundation (http://www.python.org) and the Open Source Machine Learning framework PyTorch 1.8.0 (http://pytorch.org).





5. Thermal-FaceNet


This section implements the FaceNet model to perform face recognition with the synthetic thermal images obtained with our generation model. However, as FaceNet works with visible images, it must be trained using thermal images to create Thermal-FaceNet. We have more than 100k thermal images to carry out this task. FaceNet is a deep neural network system capable of performing facial recognition tasks using image embedding. This embedding allows representing the face to be classified using a distance comparison or classifiers. FaceNet training is based on three image L2 distance optimization: the anchor, positive and negative. The FaceNet loss function (Equation (5)) is called triple loss, and it is composed of a function   f  ( x )    that refers to the embedding of the image,  α  which represents the margin between positive and negative images. The prefixes “ a ,  p ,  n ” refer to “anchor, positive and negative”. Given an image  x , we want to minimize the loss function in relation to the distance between the anchor and the positive image. We also want to maximize the distance between the anchor and the negative image. FaceNet ensures that the images of different people are kept further apart while the images of the same person are closer in the embedding space.


    ∑  i N   [     |   |  f  (   x i    a   )  − f  (   x i    p   )   |   |   2    2  −    |   |  f  (   x i    a   )  − f  (   x i    n   )   |   |   2    2  + α  ]   



(5)







FaceNet uses two types of CNNs, one called the Zeiler and Fergus architecture [56] and the other based on Google’s Inception models [57]. Zeiler and Fergus can see the internal CNN process, which allows the visualization of layers and operations. The inception model uses multiple convolutions simultaneously in parallel and concatenated. This work uses the implementation proposed in the original article [8] in TensorFlow but retraining the system using thermal imaging.



The face recognition experiment consists of training a FaceNet system with thermal images to correctly recognize the faces of every subject in the database. The thermal database was divided into two sets, one for the training and the other to perform a test, with data not used in the training phase. The size for the training database was 97,991 images, while for the test, it was 5146 thermal images. All the images are squares of size 256 × 256 pixels, and the number of classes was 3327. Table 3 shows the parameters used to train the Thermal-FaceNet system.



We use the validation rate to evaluate the model, such as in FaceNet [8]. For the classification of the images, a squared L2 distance threshold   D  (   x i  ,  x j   )    is used with a pair of two faces. All face pairs (  i , j  ) of the same identity are denoted with    P  same    . We can define   T A  ( d )    as all the face pairs that were correctly classified as the same as threshold  d . Thus, the validation rate   V A L  ( d )    is defined in Equation (6) as:


  V A L  ( d )  =    |  T A  ( d )   |     |   P  same    |     



(6)







Figure 8 shows the model’s training results, where the convergence of the model for the accuracy and loss is appreciated. We use the   V A L  ( d )    as the system accuracy. Note that the model is capable of learning, and, after about 5000 steps, the model has already reached its convergence, obtaining a high value of accuracy, almost 100% accuracy.



We tested the already-trained Thermal-FaceNet model with a set of 5146 thermal images of 256 × 256 pixels. The results are presented in Table 4, showing the excellent results obtained by Thermal-FaceNet, allowing robust recognition of people’s faces from the created database. The accuracy of the model is almost 100%.



The following experiment aimed to evaluate the effectiveness of the ThermalFaceNet with real images (non-synthetic). For this experiment, we used the images from the PUCV-VTF database, 59 subjects randomly selected, and the UCHThermalFace database [58]. The UCHThermalFace database has 102 subjects and six images per person, showing variations in gestures and facial expressions. We use the Yolov3 implementation to detect thermal faces [59] directly. We cropped the thermal faces to 256 × 256. Some examples are presented in Figure 9.



We used two images per person in the gallery to compare the FaceNet embeddings with the test images for the experiment. Table 5 shows the results from Thermal-FaceNet, which obtained excellent performance for both the PUCV-VTF and the UCHThermalFace, with 98% and 99% accuracy, respectively. This result indicates that it is possible to use generative models for training facial recognition models and then apply them effectively with real thermal images.




6. Conclusions


This article proposes using generative models to create thermal images and build a massive image database to train face recognition models. As a result of the proposed generator system, a database of 103,137 synthetic thermal images were obtained, with 3327 different subjects. When training the Thermal-FaceNet model with synthetic images, we got a 99.98% accuracy over the test set, which shows the relevance of using generative models to train Deep Learning models.



We built the proposed thermal image generation system using several deep learning modules for successfully creating thermal images. It is worth noting that the input to our system consists only of a visible image and a prompt text; through the StyleCLIP module, it was possible to modify the visible input images through the CLIP algorithm. Once we modified the image, the GNR algorithm transferred the content of the visible spectrum to the thermal one. Accordingly, a trained GNR model with a visible and thermal images database called PUCV-VTF was required to carry out this transformation. The output of the proposed system was the abovementioned database of 100k images after 7 h and 30 min of processing. We used the synthetic database to train FaceNet, resulting in a new model called Thermal-FaceNet, achieving high performance in the evaluation.



Deep generative models allowed us to train new Deep Learning models reliably. Then, we obtained a robust system, Thermal FaceNet, that can recognize more than 3000 different subjects with an accuracy of almost 100%. Furthermore, we obtained high accuracy when testing our method with real thermal images, showing the effectiveness of the proposed system.



Although the results obtained by our thermal generation imaging model are suitable for training thermal face recognition models, we believe that the latent space manipulation process should be done directly with a thermal generator and the CLIP model as a guide. Therefore, as future work, we want to implement a version of Thermal-CLIP, trained with thermal images and text, to guide the latent space in a more efficient way and without using visible images, only thermal generators.
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Figure 1. Subject captured under different lighting conditions in the visible and thermal spectrum. 
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Figure 2. Some examples of the PUCV-VTF database. (top) visible images, (bottom) thermal images. 
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Figure 3. Results of the application of the DFDNet to the PUCV-VTF database. (top) original visible images; (bottom) restoration results of DFDNet. 
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Figure 4. Workflow of the proposed Thermal Face Generation System. 
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Figure 5. Some examples of StyleCLIP manipulations. The left image shows the input image, the other images represent de manipulation by the text prompt. 
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Figure 6. GANs N’ Roses framework applied to thermal face image generation. Based on a figure from [24]. 
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Figure 7. Examples of synthetic thermal face images obtained with the proposed system. 
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Figure 8. Thermal-FaceNet model training charts for accuracy and loss. 
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Figure 9. Real thermal images. (top) PUCV-VTF samples; (bottom) UCHThermalFace samples. 
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Table 1. GNR and Pix2pix training results.
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	Model
	FID
	LPIPS





	GNR
	65.71
	0.34



	Pix2pix [53]
	195.88
	0.38
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Table 2. Thermal classifier results.
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	Models
	Test Accuracy (%)





	InceptionResnetV2
	98.27



	VGG16
	97.76



	InceptionV3
	97.16
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Table 3. Face recognition experiment parameters.
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	Parameter
	Value





	Learning rate decay factor
	1.0



	Epochs
	20



	Steps
	1000



	Learning rate decay epochs
	90



	Embedding size
	512



	Optimizer
	Adam



	Loss
	Categorical Crossentropy
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Table 4. Thermal-FaceNet accuracy for synthetic thermal faces.
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	Face Recognition System
	Accuracy





	Thermal-FaceNet
	99.86%
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Table 5. Thermal-FaceNet results for real thermal images (non-synthetic).
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	Database
	Subjects
	Accuracy





	PUCV-VTF
	59
	97.99%



	UCHThermalFace [58]
	102
	99.33%
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