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Abstract: Driving behavior is one of the most critical factors in traffic accidents. Accurate vehicle
acceleration prediction approaches can promote the development of Advanced Driving Assistance
Systems (ADAS) and improve traffic safety. However, few prediction models consider the character-
istics of individual drivers, which may overlook the potential heterogeneity of driving behavior. In
this study, a vehicle acceleration prediction model based on machine learning methods and driving
behavior analysis is proposed. First, the driving behavior data are preprocessed, and the relative
distance, relative speed, and acceleration of the subject vehicle are selected as feature variables to
describe the driving behavior. Then, a finite Mixture of Hidden Markov Model (MHMM) is used
to divide the driving behavior semantics. The model can divide heterogeneous data into different
behavioral semantic fragments within different time lengths. Next, the similarity of different behav-
ioral semantic fragments is evaluated using the Kolmogorov–Smirnov test. In total, 10 homogenous
drivers are classified as the first group, and the remaining 20 drivers are classified as the second
group. Long Short-Term Memory (LSTM) and Gate Recurrent Unit (GRU) are used to predict the
vehicle acceleration for both groups. The prediction results show that the proposed method in this
study can significantly improve the prediction accuracy of vehicle acceleration.

Keywords: driving behavior; Hidden Markov model; behavioral semantics; Kolmogorov–Smirnov
test; vehicle acceleration prediction

1. Introduction

Driving behaviors can significantly affect the safety and efficiency of traffic flow. In
the complex traffic environment consisting of people, vehicles and roads, the human factor
is the most important factor that leads to traffic accidents [1]. Some studies show that more
than 70% of traffic accidents are caused by human error [2], especially for long distance trips,
and the driving environment is complicated. This is because, under these circumstances,
drivers are fatigued and even have emotional irritability, which may lead to risky driving
behavior. At the same time, vehicle intelligence and personalized service are important
trends in the development of future vehicle technology. Personalized predictions for drivers
with different driving habits can be very beneficial. According to previous studies, driving
behavior prediction can be mainly classified into two categories: model-driven methods
and data-driven methods.

1.1. Model-Driven Prediction Methods

A model-driven method is a model with a fixed structure based on certain assumptions,
the parameters of which can be calculated from empirical data. For example, Amin et al. [3]
combined Kalman filters with accelerometers and GPS to predict vehicle deceleration for
accident detection purposes in real time, overcoming the limitations of accelerometers. Sato
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and Akamatsu [4] used a fuzzy logic car-following model to predict the driver’s acceleration
and deceleration rates, and determined the driver’s longitudinal acceleration based on
the relationship between the preceding vehicle and the subject vehicle. Wang et al. [5]
improved the action point model, and the focus of the paper was placed on the deduction
of the acceleration equations by considering the car-following situation in congested traffic
flow in order to achieve the prediction of acceleration and replicate car-following behavior.
Model-driven prediction methods use much less training data than data-driven methods,
as their complexity is bounded. However, when faced with large datasets, these models
will become very complex and they cannot take advantage of the additional information
present in large datasets.

1.2. Data-Driven Prediction Methods

A data-driven approach is a model with no fixed structure and no fixed parameters.
For example, based on the principle of recursive Bayesian filtering, Agamennoni et al. [6]
proposed a filter that estimates drivers’ behavior and predicted their future trajectories,
labeled as “braking”, “constant speed” and “acceleration”. Wang et al. [7] divided the road
network into critical paths, and modeled each critical path using a bidirectional long short-
term memory neural network (Bi-LSTM NN) for network-wise traffic speed prediction.
Jiang et al. [8] used a neural network model based on historical traffic data to predict
the average speed of road segments, and then used Hidden Markov models (HMMs) to
represent the statistical relationship between individual vehicle speeds and traffic speed.
Angkititrakul et al. [9] modeled patterns of individual driving styles using a Dirichlet
process mixture model, a nonparametric Bayesian approach, which was used to predict
the pedal-operation behavior of the driver during the car-following process. Data-driven
models for driving behavior prediction can use datasets from multiple sources, which can
improve the prediction performance. However, most of these prediction methods do not
consider driving behavior classification, which may ignore the potential heterogeneity of
driving behavior. We expect to improve the prediction accuracy of the model by classifying
drivers into different groups according to their driving behavior characteristics.

In order to address the above problems, this study proposes a vehicle acceleration
prediction model based on driving behavior analysis. In this model, the Finite Mixture
of Hidden Markov Model (MHMM) is used to analyze driving behavior data, and LSTM
and GRU are used to predict acceleration. This model can take advantage of the additional
information present in large datasets better. Besides this, combining driving behavior
analysis and prediction allows the better fetching of potential heterogeneity in driving
behavior. Unlike the traditional HMM [10], the MHMM can divide driving behavior
semantics, which will obtain the dynamic driving decision-making process. The MHMM
provides a better characterization of the levels for the analysis of car-following data, while
adapting to the population. Moreover, the inclusion of multiple HMMs in the MHMM
makes it possible to consider dependencies over time, and to improve the traditional
methods based on cutoff points [11]. LSTM and GRU are used to predict the acceleration
of subject vehicles. Driving data are stochastic and nonlinear, and are thus difficult to
describe using a traditional linear model. In recent years, deep-learning-based methods
have been widely used in time series data prediction. Fu et al. [12] used LSTM (Long
Short-Term Memory) and GRU (Gated Recurrent Unit) to predict short-term traffic flow.
Experiments show that the performance of deep learning methods based on Recurrent
Neural Networks (RNN), such as LSTM and GRU, is better than that of the auto-regressive
integrated moving average (ARIMA) model. The main contributions of the paper can be
summarized as follows:

• Firstly, this paper predicts the vehicle acceleration based on machine learning methods
and driving behavior classification. The MHMM-based driving behavior classification
can identify the heterogeneity of different drivers and improve the prediction accuracy.

• Secondly, we compare the performance of the LSTM and GRU in the prediction of
vehicle acceleration.
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The rest of this paper is organized as follows. The second section introduces MHMM,
LSTM and GRU. In Section 3, we introduce the data sources, then perform the semantic
segmentation of driving behavior and similarity evaluation. Section 4 predicts acceleration
using LSTM and GRU, and discusses the results. Finally, Section 5 provides conclusions
and future work for this research.

2. Methodology

In this paper, a hybrid model for vehicle acceleration prediction is developed, and
the process is shown in Figure 1. Firstly, we use MHMM to divide the driving behavior
semantics of car-following data. Secondly, a KS test is used to evaluate the similarity of the
driving behavior semantics of different drivers. Thirdly, the drivers are grouped according
to their degree of similarity. Finally, LSTM and GRU are trained to predict the acceleration
of different groups of drivers.
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2.1. HMM

The HMM includes two stochastic processes: the first one is the basic stochastic process
that depicts the interconversion between states, i.e., a Markov chain; the second one is the
stochastic process that depicts the correspondence between states and observations [13].
That is, the observer cannot observe the original state through the observations but can only
use the stochastic process to determine the existence and characteristics of the model state.

In Figure 2, where xi is the hidden state, yi is the observation, aij is the transition
probability of the hidden state, and bij is the output probability from the hidden state to the
observed state. A complete definition of HMM is as follows:
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Q and V denote the set of all possible states, and the set of all possible observa-
tions, respectively.

Q = {q1, q2, · · · , qN}, V = {v1, v2, · · · , vM} (1)

where N is the number of possible states and M is the number of possible observa-
tion sequences.

I is the state sequence of length T, and O is the observation sequence corresponding
to I:

I = {i1, i2, · · · , iT}, O = {o1, o2, · · · , oT} (2)

A is the state-transferring probability matrix:

A =
[
aij
]

N×N (3)

where aij = P
(
it+1 = qj

∣∣it = qi
)
, i = 1, 2, · · · , N; j = 1, 2, · · · , and N is the probability of

moving from moment t in state qi to moment t + 1 in state qj.
B is the observation probability matrix:

B =
[
bj(k)

]
N×M (4)

where bj(k) = P(ot = vk|it = qi), k = 1, 2, · · · , M; j = 1, 2, · · · , and N is the probability of
obtain ing the observation vj under the condition of being in state qj at moment t.

π is the initial state probability vector:

π = (πi) (5)

where πi = P(i1 = qi), i = 1, 2, · · · , and N is the probability of being in state qi at moment t.
The HMM is determined by the initial state probability vector π, the state transferring

probability matrix A, and the observation probability matrix B. π and A determine the state
sequences, and B determines the observation sequences. Thus, the HMM can be simplified
as λ = (A, B, π). In addition, as can be seen from the definition, the HMM makes two basic
assumptions (i.e., the homogeneous Markov hypothesis and the observation independence
assumption) [14].

2.2. MHMM

The car-following data used in this study are from the Safety Pilot Model Deployment
(SPMD) database. The semantics of driving behavior may not be well divided by the
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traditional HMM, so we chose the MHMM, which can handle the heterogeneity of the
data better. Meanwhile, when the model parameters are known, the probability of error
in the partition estimation decreases exponentially with time [15]. The MHMM combines
the HMM and the Finite Mixture Model (FMM). The HMM is a common type of Markov
theoretical model that typically uses the observable parameters to calculate the unknown
and hidden parameters in the model. Moreover, one advantage of the FMM over other
clustering methods is that it can analyze hidden groups in the data [16]. The FMM clusters
data with different features into different isomorphic sub-datasets to achieve data splitting
by features. At the same time, each sub-dataset has its own feature parameters and
distribution type, which is especially suitable for the large-sample continuous data in this
study. In the FMM, assuming that the response variable y comes with g different categories
f1, f2, · · · , fg, the proportions are π1, π2, · · · , πg, respectively. The density formula of the g
mixture model is [17]

f (y) = ∑g
i=1 πi fi

(
y
∣∣x′βi

)
(6)

where πi is the probability of category i, 0 ≤ πi ≤ 1 and ∑ πi = 1; fi() is the conditional
probability density function of the response variable of the category i. If f is a member of
the exponential families, as shown in Equation (6), the FMM can be combined with the
HMM to obtain an MHMM. In this study, the maximum likelihood estimation method is
used to estimate the parameters of the MHMM.

As shown in Figure 3, where Zi is driver i, Xi(t) is a car-following segment of driver i,
and Yi(t) is the driving behavior represented by the driving behavior semantics.
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2.3. LSTM

In this study, after dividing driving behaviour semantics and similarity evaluation,
acceleration is predicted in order to evaluate the effectiveness of the proposed personalized
driving behaviour analysis method.

Because the driving state is a continuous time-lapse dependent process, the driver’s
acceleration can be predicted using the complete time-series information. LSTM is a
special type of Recurrent Neural Network (RNN) that can capture long-term temporal
dependency. LSTM has a long-term memory function, which can deeply explore the
long-term dependency and trend of limited data samples. Moreover, it can overcome the
disadvantage of RNNs that they cannot perceive distance due to gradient disappearance
during the training process [18].

LSTM has two transmission states between nodes, i.e., ct and ht. In the LSTM layer,
the range of input information is controlled by input gates. The input from the previous
node is selectively forgotten by forget gates. Finally, the recursion between the nodes is
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reached by outputting ct and ht through output gates. The mechanism of each stage is
described as follows [19]:

Input gate:
it = σg(Wixt + Riht−1 + bi

)
(7)

Forget gate:
ft = σg

(
W f xt + R f ht−1 + b f

)
(8)

Status update:
gt = σc

(
Wgxt + Rght−1 + bg

)
(9)

ct = ft � ct−1 + it � gt (10)

Output gate:
ot = σg(Woxt + Roht−1 + bo) (11)

ht = ot � σc(ct) (12)

where ct denotes the alternative values of the cell state at time t; ht denotes the output
value of the hidden state at time t; xt denotes the input value of the memory cell at time
t; σc and σg represent the cell state activation function and the gating activation function,
respectively; and � denotes the Hadamard product between the matrices.

2.4. GRU

GRU is a variant structure of LSTM. GRU combines the input and forget gates into
update gates, and adds cell states and hidden states [20]. Compared with LSTM, GRU
reduces the number of parameters required in the computation process by simplifying
three gates into update and reset gates, which correspondingly shortens the time required
for training and speeds up the convergence rate [21]. The brief structure of GRU is shown
in Figure 4, and its computational equation is shown as follows:

r(t) = σg(Wrx(t) + Urh(t− 1) + br
)

(13)

z(t) = σg(Wzx(t) + Uzh(t− 1) + bz
)

(14)

h(t) = (1− z(t))·h(t− 1) + z(t)·ĥ(t) (15)

ĥ(t) = σh(Whx(t) + Uh(r(t)·h(t− 1) + bh)) (16)

where z(t) and r(t) are the states of the update gate and reset gate, respectively; ĥ(t) is the
output candidate set; and Wz, Wr and Wh are the weights of the update gate, reset gate and
output candidate set, respectively.
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3. Personalized Driving Behavior Analysis Model
3.1. Data Description

All of the driving data we used were obtained from the SPMD database. This database
recorded car-following data from 2842 equipment vehicles in the United States from 2012
to 2014. Overall, the SPMD data collection consisted of the surrounding environment
(63 vehicles), light vehicle drivers (2836 drivers), heavy vehicle fleets (3 vehicles), and a
transport vehicle fleet (3 vehicles). The light vehicle drivers were from the University of
Michigan and its neighboring communities, and held valid driver’s licenses. The on-board
devices include real-time data collection systems and Mobieye that continuously observe
driving behavior over a period of time. The mobieye is responsible for recording road base
information (e.g., the lane width, lane curvature, and number of lanes) and information
about the surrounding vehicles (e.g., relative speed, relative distance). The information of
the target vehicle is stored in a CAN-bus signal (e.g., speed, steering angle, pedal position).
The data were collected at a frequency of 10 Hz. In addition, the driver cannot see the
on-board devices while driving normally, which can avoid unnecessary interference to a
certain extent [22].

We selected 30 drivers with similar driving scenes from the SPMD database and
extracted their car-following trajectory data. This study did not consider data which were
outliers, or missing frames greater than 1 s. For the missing durations of the follow-along
fragment less than 1 s, this study used linear interpolation to make up for the missing
duration [23]. In addition, we extracted the following conditions for car-following segments
in the original data: (1) the lead vehicle and the subject vehicle are in the same lane; (2) the
relative distance between two vehicles is less than 120 m and greater than 5 m; (3) the
speed of the subject vehicle is greater than 18 km/h; (4) no overtaking event occurs; (5) the
duration of a car-following segment is greater than 50 s [24].

A single variable, such as acceleration, does not characterize driving behavior well.
Thus, environmental variables need to be included in order to help us analyze driving
behavior. However, if we have too many variables, it will increase the calculation difficulty
of the personalized driving behavior analysis model [25]. This study selects three character-
istic variables from the SPMD, including the acceleration of subject vehicle ax, the relative
distance ∆d = x2 − x1 and the relative speed ∆v = v2 − v1 between the subject vehicle and
the lead vehicle [24].

This paper studied the driving behavior of drivers in a stable car-following scene. The
driving environment is described by two variables, relative distance and relative speed, and
the lead vehicles are all sedans. There are indeed some external environment variables that
we did not consider, such as weather and traffic conditions, etc., because this information
is not available in the SPMD dataset. These can be explored further when more complete
car-following data information is available.

3.2. Semantic Division of the Driving Behavior

In order to better divide the semantics of the driving behavior, this study classifies
the three characteristic variables into different classes according to the human velocity
difference perception threshold, vestibular threshold, and kinesthetic threshold. The
relative distances are classified into three classes [26], {LD, ND, CD}, and the relative
speed and acceleration are each classified into five classes [27]: {RFB, FB, KE, CI, RCI} and
{AA, GA, NA, GD, AD}. In the next section, the driving behavior semantics are utilized to
evaluate the similarity between drivers. The classification criteria can be seen in Table 1.
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Table 1. Descriptions of the three feature variables.

Variable Variable State Threshold

Relative Distance (m)
Long distance (LD) >59.33

Normal distance (ND) (27.04, 59.33]
Close distance (CD) (5, 27.04]

Relative Speed (m/s)

Rapidly closing in (RCI) <−1.3
Closing in (CI) [−1.3, −0.2)
Keeping (KE) [−0.2, 0.2)

Falling behind (FB) [0.2, 1.0]
Rapidly falling behind (RFB) >1.0

Acceleration (m/s2)

Aggressive acceleration (AA) >0.19
Gentle acceleration (GA) (0.0522, 0.19]

No acceleration (NA) (−0.0642, 0.0522]
Gentle deceleration (GD) [−0.2, −0.0642]

Aggressive deceleration (AD) <−0.2

According to the hidden state sequence of MHMM, this study obtains the trajectory
segmentation results. Due to the space limitation, this study only shows the trajectory
segmentation results for driver #1, as shown in Figure 5. The horizontal coordinates
represent the time in seconds, and different color blocks represent different types of driving
behavior semantics.
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Figure 5 shows an example of the segmentation results using MHMM. As shown in
Figure 5, MHMM can divide the driving speed sequence into various driving behavior
segments. Effective behavior semantics are extracted based on the data distribution features.
Besides this, the behavioral semantic segments are not very short (durations less than 1.0 s)
because MHMM can better reduce the influence of random noise in the data compared
with the traditional HMM [11]. The results show that MHMM can not only divide car-
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following data into multiple driving behavior semantics, but can also keep them within a
reasonable duration.

Figure 5 indicates that when the distance from the lead vehicle is normal, the speed of
the lead vehicle is less than that of the subject vehicle, and the subject vehicle rapidly closes
in on the lead vehicle, then aggressively decelerates to fall behind from the lead vehicle,
then slowly picks up speed to close in the lead vehicle and keeps a certain distance from it.
At this time, the speed of the lead vehicle decreases, and the subject vehicle aggressively
decelerates to fall behind from the lead vehicle. In this car-following segment, the driver
kept a normal distance from the lead vehicle. The analysis process of the other two figures
is similar to that of the first figure, which shows the driving behavior of the corresponding
driver in this car-following segment.

Table 2 shows the statistical results of the durations of the driving behavior semantic.
We found that the HMM obtained a larger number of driving behavior semantic segments
than the MHMM. In addition, the MHMM obtained a lower percentage of semantic seg-
ments with durations less than 1.0 s than the HMM, which indicates that the MHMM can
keep the semantic segments within a reasonable duration range better, and can match the
actual driving habits.

Table 2. Statistical results of the durations of the driving behavior semantic.

Methods Total
Number

Durations of Driving Behavior Semantic (s)

<1.0 [1.0, 5.0) [5.0, 10.0) [10.0, 15.0) [15.0, 20.0) [20.0, 25.0) [25.0, 30.0) ≥30.0

HMM 12949 0.0203 0.3468 0.2549 0.1162 0.0641 0.0345 0.0299 0.1333
MHMM 7213 0.0110 0.1305 0.1896 0.1481 0.1050 0.0628 0.0473 0.3056

3.3. Similarity Evaluation for the Driving Behavior

Grouping drivers by similarity can facilitate the design of human-centric driver as-
sistance systems. For example, drivers with similar driving behaviors can share the same
driving behavior analysis model and driver assistance system [28]. However, human
drivers are somewhat random and dynamic, and daily driving is highly nonlinear. Thus,
the direct calculation of drivers’ observed statistical indicators (e.g., the mean and standard
deviation) does not evaluate behaviors well [29]. In this study, a KS test was used for
driving behavior similarity evaluation.

The Kolmogorov–Smirnov test (KS test) is a non-parametric test; it is based on the
limiting distribution of the statistic

√
nDn as K(x). For the hypothesis problem H0, The ran-

dom variable X has a distribution function of the form F0(x), and is tested for significance.
The steps are as follows [30]:

Step 1: The original hypothesis H0 : Fn(x) = F0(x) and alternative hypothesis
H1 : Fn(x) 6= F0(x) are proposed, where Fn(x) is the empirical distribution function and
F0(x) is a certain distribution function of a known type.

Step 2: The sample size n and the significance level α are given.
Step 3: According to the limiting distribution of Dn, there is P

{√
nDn > Kα(n)

}
≈ α,

where Dn = sup|Fn(x)− F0(x)|, −∞ < x < +∞, and Kα(n) is the upper quantile of the
Kolmogorov distribution, which can be given by checking the Kolmogorov table.

Step 4: The rejection region
{
(x1, x2, · · · , xn)|Dn〉Kα(n)/

√
n
}

of H0 is given, i.e., if
Dn > Kα(n)/

√
n, H0 is rejected; otherwise, H0 is accepted.

In the above steps, the calculation of Dn is cumbersome. Because the empirical
distribution function Fn(x) is a step function, we have

Dn = max
1<k<n

{|Fn(xk)− F0(xk)|, |Fn(xk+1)− F0(xk)|} (17)

In this study, the KS test is conducted using the driving behavior semantics, and then
the similarity analysis is represented in heat maps. In Figure 6, crimson means a large
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difference in driving behavior and burgundy means a small difference in driving behavior.
In addition to this, Dn = 0 between the same drivers is represented in dark purple.
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As shown in Figure 6, the KS test results for driver #11 were significantly different
from other drivers such as drivers #5, #7, #8, #9, #15, and #16. In addition, driver #21 was
similar to others such as the drivers #2, #3, #4, #6, #14, and #19. Last but not least, drivers
#18, #19, #20, #23, #24, and #26–#30 were significantly similar to each other, as their color
patches have similar colors and combinations.

By similarity evaluation, this study divided 10 similar drivers into group 1, and the
other 20 drivers were classified as group 2. Based on the similarity evaluation results, this
study built a vehicle acceleration prediction model in order to verify the effectiveness of
the MHMM in dividing the semantics of driving behavior.

4. Discussion
4.1. Experimental Content

We used LSTM and GRU to predict vehicle acceleration in the car following condition.
The experimental subjects are divided into three groups: 10 drivers with similar driving
behaviors in group 1, and the other 20 drivers in group 2. In order to validate the perfor-
mance of the proposed prediction approach, all 30 drivers were considered as the control
group (group 3). In this study, the Min–Max function was used to normalize the data to
improve the convergence speed and prediction performance of the model.

The LSTM model was implemented on a Windows platform based on a Tensorflow
environment and optimized using Adaptive Momentum Estimation (Adam). All of the
car-following data of each group were modeled separately, and 68% of the car-following
segments were randomly selected as a training set, while the remaining 32% of the data
were used as the test set. Each group was trained and predicted respectively, and therefore
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the model weights are different. Then, the number of neurons in the hidden layer and
batch size were determined by the grid search method. Based on the experimental results,
the super parameter values of the model are shown in Table 3.

Table 3. Super parameter values of the LSTM model.

Number of
Neurons

Activation
Function Optimizer Learning

Rate Batch Size Epoch

128 tanh Adam 0.001 16 100

The GRU model was implemented on a Windows platform based on a Keras envi-
ronment and optimized using Adam. The Adam optimization algorithm integrates the
advantages of the AdaGrad and RMSProp algorithms for various gradient optimizations,
and has the advantages of a simple operation and low memory requirements [31]. There-
fore, both vehicle acceleration prediction models used the Adam algorithm as the first
choice for the optimization of the error term. The data preprocessing of GRU was the same
as LSTM, and then the grid search method was used to determine the super parameter
values of the GRU, such as the number of hidden layers and the batch size. From the
experiment, the super parameter values of the model are shown in Table 4.

Table 4. Super parameter values of the GRU model.

Number of
Neurons

Activation
Function Optimizer Learning

Rate Batch Size Epoch

180 Sigmoid Adam 0.001 1 331

In this study, we use mean the square error (MSE), root mean square error (RMSE)
and mean absolute error (MAE) to evaluate the prediction accuracy of each model.

MSE =
1
m ∑m

i=1(yi − ŷi)
2 (18)

RMSE =

√
1
m ∑m

i=1(yi − ŷi)
2 (19)

MAE =
1
m ∑m

i=1|yi − ŷi| (20)

where yi is the true value and ŷi is the predicted value. MSE, RMSE and MAE all reflect
the difference between the true and predicted values, and all three values fall into interval
[0,+∞).

4.2. Experimental Results

The prediction performances of LSTM and GRU for three different driver subgroups
are shown in Table 5. As shown in Table 5, the prediction accuracy of GRU is slightly better
than LSTM in all three driver subgroups. This is because GRU can capture the nonlinear
relationship of driver’s acceleration data and fits better than LSTM. The prediction of
the subgroup of 10 drivers who have high similarity in driving behavior performs best.
This is because the driving behaviors of these 10 drivers are semantically similar, and the
computational difficulty and error of the model are greatly reduced compared to 30 drivers
with different driving behaviors. In particular, for the comparison results of GRU, the MAE
is reduced by 38.8%. As shown in Figure 7, the peak of the MSE and MAE of GRU appears
earlier than that of LSTM, which also means that the GRU outperforms the LSTM [12].
Because the internal storage unit structure of GRU is simpler than LSTM, GRU is much
faster than LSTM when training the model, and the prediction effect is slightly better than
that of LSTM, and it is better than LSTM in processing car-following data [32]. In addition,
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the effectiveness of MHMM in the division of behavior semantics and the performance of
similarity evaluation for building a better car-following prediction model was also verified.

Table 5. Prediction performance of LSTM and GRU for different driver subgroups.

Group Model MSE RMSE MAE

Group 1 10 drivers
LSTM 0.0077 0.0876 0.0593
GRU 0.0075 0.0711 0.0511

Group 2 20 drivers
LSTM 0.0307 0.1752 0.1067
GRU 0.0163 0.1373 0.0836

Group 3
(Control group) 30 drivers

LSTM 0.0232 0.1524 0.0928
GRU 0.0147 0.1302 0.0804
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5. Conclusions

In this paper, we first proposed an MHMM personalized driving behavior analysis
model for drivers in a car-following scene. The results of the semantic segmentation
of the driving behaviors show that the MHMM can not only divide the car-following
data into different behavioral semantic segments but also keep each segment within a
reasonable duration. After that, similarity evaluation was performed based on the analysis
results of the MHMM, and homogenous drivers were divided into a group. A controlled
experiment was used to predict the drivers’ acceleration using both GRU and LSTM, and
the experimental results verified the usefulness of the MHMM in personalized driving
behavior analysis, and also showed that the performance of GRU is better than that of
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LSTM. For future work, the proposed car-following prediction approach can be applied
to traffic data collected from other sites in order to further validate the findings from
this study.
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