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Abstract: Global aging, the need for continuous high-quality services, and the recent COVID-19
pandemic have caused many sectors to reduce in-person contact between individuals where possible,
and to instead use remote communication technology. With increased robot use replacing in-person
interventions, ethical considerations arise. The benefits of robotic technology must be weighed
against the possibility of harm to humans. The first rules of roboethics were written by Isaac Asimov
in 1942, but these pre-date the range of robotic applications used today. There is no central agency for
oversight in Canada, although universities and funding organizations have developed guidelines.
Roboethical considerations include data use and privacy, the common good, and safety. Humans
may potentially form emotional bonds with robots. Loss of jobs to automation is also a concern,
particularly when many workers have suffered job losses due to the pandemic. Some health care
services have switched to a remote care model, to reduce the spread of COVID-19. Remote hand
rehabilitation of patients with brain injury is possible with iManus. Using a portable smart-glove
technology, patients practice rehabilitative hand movements that are analyzed remotely through a
sensor that offers instantaneous feedback. A therapist monitors their patient’s progress remotely and
designs individualized programs. This technology benefits humanity by improving access to care for
patients globally. The importance of data security and privacy is emphasized. As patient progress
will be monitored by a human (a therapist), the safety of iManus is not a concern. The principles
discussed in this paper can help researchers and engineers design ethical robotics in remote health
care settings.

Keywords: sensory system; robotics; ethics; rehabilitation; COVID-19; smart gloves

1. Introduction

The recent COVID-19 pandemic has forced major changes onto many sectors, includ-
ing commerce, manufacturing, education, and health care. This has resulted in business
closures and reallocation of human resources to emergency functions [1]. Working from
home has become commonplace and encouraged where possible, and in-person interac-
tions are being reduced. People are advised to wear masks, sanitize surfaces, and wash
hands frequently. With human interactions strictly limited during this pandemic, robotics
and artificial intelligence can be extremely useful to complement human resources remotely;
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thus, enabling sectors to continue normally and contributing to economic growth. Techno-
logical determinism is a socio-economic theory regarding how technology induces societal
change and affects our lives [1–3].

Robots are increasingly used in the health care field. For example, hospitals have
used robots to disinfect rooms and provide comfort to patients [4,5]. Other uses for
robots include delivery services, inventory control, replenishing stock, and measuring
vital signs. Assistive robots are being designed to help quadriplegic patients with ADLs,
such as feeding and self-care, and wearable “exoskeleton” robots assist with movement [5].
More extensive use of robots could, not only help minimize the spread of COVID-19
between patients and essential workers, but also enhance the efficiency and accessibility of
care, while dramatically improving patient outcomes. When considering expanding the
scope of robots and integrating their presence into human lives, we must explore some
ethical questions, to minimize any possible harm and whether this outweighs the benefit
to humanity.

Robot technology has featured in popular culture such as movies and science fiction
writing since the invention of automatic machines. Many works depict the rise of machines,
resulting in human subservience or even the demise of humanity altogether. These por-
trayals affect public perception of real-life robotic technology. Surveys have shown that
science fiction movies influence people’s ideas about robots [6]. To reassure the public that
their lives will not become real-life dystopic science-fiction scenarios ruled by robots, we
must consider the ethical aspects of robotic development and adopt strict rules of conduct.
Roboethics is a relatively new field; acknowledged in 2002 and in continuous development
since. The principles of roboethics are considered in the design and manufacturing stage
and in the implementation by end-users [7]. The core ideas of roboethics are similar to
the ethics of information technology, particularly regarding safe use and equitable access.
Robots may also bring up new legal questions: who would be liable if a robot performed
an illegal action? It is possible that an organization could be liable for the unforeseeable
actions of a robot it created. There may also be gray areas in existing laws, as they apply
to criminal intent when a machine makes decisions [8,9]. Roboethics establishes a struc-
tured way to address these kinds of moral or ethical dilemmas. Developing specific laws
and ethical guidelines applicable to the robotics field may aid in integrating robots with
daily life.

Within roboethics, the principle of respect for patients is associated with allowing
informed and competent patients to make their own choices regarding their medical
treatments. Moreover, ethical consideration respects a patient’s right to have control over
information relating to their health and wellbeing. This concept is already well established
in healthcare facilities with a traditional model of interaction between patient and healthcare
practitioner; however, once a smart or semi-smart tool is designed and used in treatment,
a deeper ethical investigation must be conducted. In this paper, we investigate several
ethical aspects through which the iManus technology may impact the privacy of the patient–
practitioner relationship and patient information. We propose some solutions to maintain
confidentiality, with iManus acting in the treatment loop as a tech product. This paper
reviews existing laws on the ethics in robotics, sensory systems, and AI fields, and selects
the ethical aspects that are related to the iManus technology in particular, and which must
be addressed to allow a patient or a therapist to safely, securely, and conveniently use
the device.

2. The Laws of Roboethics

Isaac Asimov was the first to develop rules pertaining to robots in 1942 [10]. At
that time, robots were mainly the subject of fiction without real-life applications. Asimov
described the following laws:

1. A robot may not injure a human being under any conditions or, through inaction,
allow a human being to come to harm;
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2. A robot must follow all orders given by qualified human beings as long as they do
not conflict with Rule 1;

3. A robot must protect its own existence, except where that conflicts with Rules 1 and 2;
4. (Zeroth law) No robot may harm humanity or, through inaction, allow humanity to

come to harm.

Asimov’s Laws are general and pre-date the wide variety of robotics applications used
today. The field of robotics has undergone significant advancement since 1942, when Asimov
wrote these rules. Some of these laws are applicable to modern robotic technology. However,
Asimov’s Laws focus on the robots themselves and not the humans who design them. Revi-
sions to the original laws have been attempted over the years, in consideration of the changes
in robotic technologies that have emerged since then. There are now two branches of the
roboethics field: engineering ethics, and machine ethics [11]. Engineering ethics is applicable
to engineers and computer scientists involved in the creation of new robotic technology.
Machine ethics is about the designing of robots to incorporate the internal ethical principles
and moral decision-making patterns that robots can perform automatically.

Murphy and Woods proposed a revised version of Asimov’s Laws. Rather than
focusing on machine ethics, these revisions are more applicable to the humans that design
them [12].

• Human-robot work systems must comply with rigorous professional and legal stan-
dards for safety and ethics. Without such compliance, humans cannot utilize robots in
a working system;

• Robots must respond to humans only so far as determined by each robot’s role;
• Humans must provide robots with autonomous mechanisms for self-preservation.

Those mechanisms must relinquish control as needed to comply with the previous
two laws.

The updated Laws follow the ideas of engineering ethics, but the lack of specific
directives makes them difficult to apply to all robots or to incorporate into government
or industry policymaking. As a starting point, however, these Laws have been useful for
institutions around the world as basic ethical standards in the field of robotics.

In Canada, roboethics are poorly regulated, as there is no central agency to offer
oversight. Universities and funding bodies have developed their own guidelines but
cannot enforce them without the authority to do so.

One of the most exhaustive AI ethics declarations has come from University of Mon-
treal scholars, who in 2018 put forth the Montreal Declaration for Responsible Development
of Artificial Intelligence [13]. The Montreal Declaration establishes an ethical framework
for AI development, to benefit the common good. The Montreal Declaration is for anyone
who wishes to develop AI ethically, as well as political lobbyists and policymakers involved
in AI development. The Montreal Declaration addresses ten ethical principles to follow
during the development of AI:

• Well-being
• Respect for autonomy
• Protection of privacy and intimacy
• Solidarity
• Democratic participation
• Equity
• Diversity inclusion
• Caution
• Responsibility
• Sustainable development

The above principles have their limitations, in that they center around humans and not
highly advanced AI systems. The ethical dilemmas presented here are further complicated
in that it may be impossible to program a robot to know what “harm”, “humanity”, or
“existence” are.
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The University of British Columbia has established the survey-based N-Reasons
Platform [14]. This platform allows for public input; various types of robots are presented,
and participants state why they feel a particular robot should be created or not. Results
can be used to gauge public perspectives on robotics when developing future policies. For
example, robots are now used in combat to carry loads [4] and help in bomb disposal [15].
It is conceivable that, in the future, this could lead to robots being used for carrying firearms
and involvement in warfare. With the goal being to harm opposing human forces, this
would clearly violate Asimov’s Laws. It could also be argued that the side that uses robots
helps save the lives of its own troops. When the N-Reasons survey was conducted in
2010, the public generally supported robots for bomb disposal but disapproved of fully
automated armed aircraft [14]. In social and health care applications, the N-Reasons survey
revealed that the public largely approved using therapeutic robot animals.

In Canada, the robotics field is under the realm of the funding agency Natural Sciences
and Engineering Research Council of Canada (NSERC). NSERC provides policies regarding
ethical standards and values, conflicts of interest, private interest, decision-making, and
confidentiality. NSERC funds 1.2 billion dollars in capital towards research in engineering
and the natural sciences; therefore, it heavily influences the direction of innovation in
Canada. While the NSERC code of ethics does not provide robot-specific guidelines,
it supports two robotics networks within its domain: (1) the NSERC Canadian Field
Robotics Network (NCFRN), and (2) the NSERC Canadian Robotics Network (NCRN).
The NCFRN [16] consists of academic researchers, government, and industry partners
creating robotic systems that are functional in outdoor environments such as land, water,
air, and human communities [17]. The NCRN currently streams robotics into two categories:
interactive autonomy, and resilient autonomy. The interactive autonomy stream researches
the design of robots that interact and collaborate with humans. The resilient autonomy
stream involves designing robots capable of working in harsh conditions for lengthy
expeditions. Both areas of NCRN research may play a significant role in developing robots
that continue to be useful, even after the COVID-19 pandemic has ended.

3. Types of Roboethical Considerations

In the development of any new robotic technology, there are ethical questions to contem-
plate before it is released for use by and for the public. We explore three categories here:

• Data
• Common good
• Safety

The robotics field is ever evolving, and more categories may arise in future as the
technology develops. Among these considerations, we identify the most recurrent ones
related to the emerging technologies offering telecare and remote monitoring services.
These emerging modalities of intervening with patients highlight ethical issues related
to the transfer of data and the safety of a remote patient who may feel left unassisted.
Above all, neuro-rehabilitation technologies have the merit of serving the common good by
enabling access to care remotely and lowering the direct and indirect cost of care. Access to
care for all geographic regions of a given jurisdiction brings a level of equity that healthcare
systems struggle to attain.

3.1. Data

Data use and privacy has become a topic of interest as technology advances. As data
rapidly grows into a valuable commodity, ethical questions arise regarding its use and
storage. Robots may hold sensitive data that must be managed judiciously. Privacy of a
user’s data is of utmost concern. User consent to record their data may be obtained, but the
rules surrounding data security or ownership may be uncertain.

The following questions about data use should be considered:

• Where is the data stored (local or in the cloud)?
• Who does the recorded data belong to (user or robotics company)?
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• Is privacy of the recorded data assured?
• Can the data be breached, and if so, can its use cause harm?
• Should users be compensated if their data is used for research or sale to third parties?
• For taxpayer-funded enterprises, should the data generated be made publicly accessible?

Issues surrounding data rights and security need to be dealt with in the early stages of
robot design, so that the resulting robotic technology upholds human rights and contributes
to the betterment of humanity rather than its detriment.

3.2. Common Good

With advances in robot technology and their increasing role in human society, those
who design robots should contemplate their impact beyond the intended purpose. The
Institute of Electrical and Electronics Engineers (IEEE) and European Commission European
Group on Ethics in Science and New Technologies have developed specific guidelines
regarding positive advancements for human welfare and humanity as a whole [18]. As
technologies are continually evolving, their future impact on humanity must be considered
in the early stages of development. For example, with military research spending reaching
astronomical levels, should an arms race of opposing AI forces be left unchecked? Can
robots support human autonomy and prosperity? Can all humans around the world benefit
from robot technology?

3.3. Safety

Human safety in robotics use is of primary concern. With the increasing use of au-
tonomous machines operated by robots directly in charge of human safety, the trolley
problem arises [19]. Consider the example of self-driving cars and the decision-making nec-
essary when a collision is imminent. Whose lives are prioritized, the car’s own passenger(s)
or a larger group of bystanders? The robot would need to decide this instantaneously. A
computer scientist would need to apply ethical principles when programming the robot’s
algorithm, to ensure it is capable of making ethical decisions. The difficulty is that there is
no right or wrong answer to this dilemma, especially in healthcare. Individual program-
mers may have different philosophical beliefs. Consistency in robotic safety algorithms
would require oversight and regulation through governance bodies. Safety, transparency,
documentation, and compliance with regulation would help ensure that robots benefit the
future of life on earth.

Another ethical concern is the safety of robots themselves. If humans can create
machines with human-like intelligence, is it ethical to destroy them after they developed a
“social network” and a “social life” with other robots and humans? Are they intelligent
beings to be treated with compassion, or merely tools for human use, to be destroyed when
they have served their purpose?

4. Ethical Considerations for Robotics Research and Development during COVID-19

Automation has been favorable to the economy, as the industry benefits from faster
product manufacture and distribution. Service and health care industries and educational
institutions are embracing robots and AI systems. Advances in the field of robotics are
producing robots with increased speed and ability. It has been forecast that robots could
reach a level of intelligence on par with humans sometime during the 21st century [20,21]. It
is, therefore, imperative to design roboethics policies that consider robotic intellect (usually
AI-driven) and its implementation in human lives. The COVID-19 pandemic has sped up
the use of robots, to minimize direct human contact and allow for remote working and
learning. Although the use of robots in healthcare is less common than in industry, it seems
likely that society will retain this increased use of robots, even once the pandemic is over.
Ethical guidelines should be reviewed and updated, to ensure that the harm to society is
minimized with the use of these newer, highly advanced robots.



Appl. Sci. 2022, 12, 6033 6 of 15

4.1. Bonds between Humans and Robots

Although it may seem far-fetched to think of humans forming bonds with robots, this
has been shown to happen when people are deprived of human contact. Consider the case
of Paro, a social robot that took the form of a furry seal, which was used to provide stress
relief and comfort to elderly care home residents who were isolated from their families
because of the COVID-19 pandemic lockdowns [22,23]. Many elderly people bonded with
Paro, expressing feelings of love for it.

To avoid this scenario, if robots are to be used for human emotional support, every
effort should be made to guarantee their lifespan. Perhaps, if a company is sold or goes out
of business and shuts off its servers, the source code could be made public to ensure the
continued function of the robot is possible. A company should not be able to use planned
obsolescence for its own profit, while neglecting the needs of the users who form trusting
relationships with their robots or rely on them to perform important tasks.

4.2. Loss of Jobs

There is no question that automation continually changes the job market with every
new advance in robotic technology. Machines have increased productivity worldwide,
while workers have seen a change in employment opportunities. Automation has caused
lost jobs, but also created new ones. It is now estimated that at least 30% of workers’
tasks could be done by machines in 60% of occupations [24]. Consequently, 375 million
people worldwide may need to change jobs in the next decade, especially in sectors
such as agriculture and manufacturing. Demographics, economic policies, and industry
frameworks will affect overall labor displacement by automation.

The rate of change in the job market toward automation has increased as a response
to global aging, the need for high-quality care, and the recent pandemic. With emergency
health mandates in effect, many businesses were forced to close and/or change their
operations. Employment positions that relied on in-person contact were particularly
affected. In some cases, human employees were replaced with remote technology. Many
laid-off workers returning to the workforce found a constricted job market and elected to
return to post-secondary education to train for new job skills. Others found themselves
joining the gig economy, with reduced income and job stability.

To prevent robots from working to the detriment of the “common good” principle,
governments should intervene to ensure that workers displaced through automation are
given education and re-training opportunities, enabling them to take advantage of the new
career opportunities that come with an increasingly automated job market.

4.3. Roboethics and Health Care Pre- and Post-COVID-19

Due to COVID-19, many health care settings needed to drastically cut back their
in-person services to urgent care only and delegate many health care interactions to an
online or remote format, such as teleconferencing. It is harder for a health care practitioner
to properly observe and guide a patient in this situation. This is particularly challenging
in rehabilitation settings, where a patient needs to perform exercises to re-learn motor
skills impaired by injury or illness. Robot use in health care is already on the rise, with
a promising future in tele-rehabilitation and remote rehabilitation [25,26]. For a robot
to automatically evaluate a patient’s motor performance, its assessment should pass the
following criteria [27]:

• Acceptance by experts in the relevant field
• Reliability, i.e., providing consistent results with repeated testing
• Validity, i.e., measurement of the skill being assessed (rather than that of a related skill

being performed simultaneously).

In assessing the reliability and validity of an individual robot for its teaching of motor
skills in rehabilitation, we need to evaluate the similarity of the robot-delivered assessment
to that of a human counterpart, how well it forecasts future performance, and how it
measures against the current gold standard [27,28].
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When considering the ethics of health care, and particularly rehabilitation, the ef-
fectiveness of the intervention is one major concern. Can a robot be an effective health
care provider when it is unable (at present) to read a patient’s non-verbal cues? The
question of dehumanization arises. Human interaction can play a significant role in a
patient’s emotional well-being and healing. Do robots lack the warmth and empathy
needed for an effective healing encounter? For many patients, particularly the elderly
and infirm, an in-person health care visit provides essential social interaction that may be
otherwise lacking. The impact of robotic care on the emotional needs of the patient must not
be ignored.

Accessibility is another concern. Internet access is often needed to use robotic pro-
grams. Some elderly patients may not be familiar with internet use; other patients may
live in remote areas with poor or nonexistent internet access. This may negatively impact
their access to timely care. Cost may also be a deterrent. With some services such as
physiotherapy paid for privately and often not covered by insurance, patients may be
reluctant to pay out of pocket on a service until effectiveness has been shown.

Remote health care encounters have increased since the COVID-19 pandemic began,
creating a chance to collect data on their effectiveness. If shown to be effective as a
replacement for at least some in-person interactions, without detrimental effects to patients,
we may see increasing use of robotic rehabilitation techniques in a post-COVID world.

5. iManus for Remote Rehabilitation and Learning
5.1. iManus Platform

iManus [29] is a comprehensive, yet portable and easy-to-use platform that provides
a wide range of supervised rehabilitation practice for those with upper limb disabilities
after brain injury, such as stroke, Parkinson’s Disease, or Multiple Sclerosis. In other words,
iManus is a portable hand tele-rehabilitation platform that constructs a non-expensive,
effective, and continuous relationship between the patient and the therapist, to provide
the best conditions for the patient to get back to his/her normal capabilities, as soon,
and as much, as possible. In the following, we provide a technical description of the
platform and its components and explain the strategy, logic, and functionality behind its
operational schemes.

The platform consists of the following elements: a pair of sensorized smart gloves,
a mobile app for the patient, a desktop interface for the therapist, and a cloud-based
communication and storage software incorporated into all the components. Figure 1
presents a schematic of the platform and its components. The philosophy behind the pair of
smart gloves is that the best criterion to measure the quality of motion and acceptance level
of practice is the normal and healthy body of the actual patient. The patient wears a glove on
both healthy and impaired hands so that the target performance is personalized. When the
patient performs a task, the healthy hand motion is recorded as the reference/target motion,
which is patient specific. The glove is passively actuated with rubber band tensioners
with different levels of elasticity, to help users regain control over their impaired hands
when extending their fingers. To capture different kinematic and dynamic features of
hand motion, the gloves are equipped with two types of sensory systems, which enable
the platform to precisely capture and calculate all the key performance indicators (KPI)
of each practice. This allows the rehab expert to gauge the user’s performance metrics.
Each sensory system includes five flex sensors that measure the angle of each finger and
one inertial measurement unit (IMU) that measures metrics of the palm section of the
hand motion. There is compact hardware embedded inside the smart gloves which is
connected to a set of flexible sensors located on the finger holder section of the gloves.
The flexible sensors are resistance-based and measure the range of motion of each finger
by translating the voltage levels (0 V~3.3 V) to the angles when a rehabilitation task is
conducted. The hardware is also equipped with a 9-axis IMU module for measuring the
rotations of the wrist, in terms of Euler Angles, and translating the roll, pitch, and yaw into
supination, pronation, flexion, extension, ulnar deviation, and radial deviation movements.
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The acceleration data taken from the IMU sensor are also used for measuring the level of
the shakiness of the patient’s hand.
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A cross-platform mobile app is also provided, which is compatible with both iOS and
Android smartphones, as shown in Figure 2. When the patient opens the mobile app and
wears the gloves, the sensory system and the mobile app are wirelessly connected using
the Bluetooth Low Energy (BLE) communication protocol, where the hardware processing
unit acts as the peripheral, and the mobile app is the central. As such, all the sensory data
(including IMU’s accelerations, gyro, and quaternion values and flex sensors’ raw data)
are wirelessly transferred to the mobile app while the patient is conducting a task. The
patient can then record both video and audio of the rehab task, while the task KPIs can
be automatically saved in the cloud system as well. The system is designed to perform
a scientific analysis of the patient’s performance KPIs and provide this to the therapist.
The KPIs, along with the video/audio files, are accessible for both the patient and the
therapist. On the other hand, the therapist can connect to the system using the desktop
interface, monitor the performance and progress of the patient, and prescribe new tasks.
The desktop interface is shown in Figure 3. Thus, the therapist can judge the patient’s
performance both qualitatively and quantitatively. As such, traditional treatment based on
visually observing the patient’s performance and precise evaluation based on the recorded
KPIs and their analysis is possible using the iManus platform. In addition, online and
offline communication between the patient and the therapist enables the therapist to give
immediate feedback on the patient’s practice, helping him/her increase the efficiency and
effectiveness of each practice. The mobile and web applications are connected using a
cloud-based mobile platform as a service (mPaaS). The cloud database is used to securely
synchronize the data between the patient and therapist in real-time. Cloud storage is also
used to store videos and the gathered sensory data.

It is worthwhile mentioning that when the therapist receives the data on the cloud
system, he/she can also provide a pre-recorded task for the continuation of the patient’s
training. This will also enable the therapist to manage remote patients in an organized,
traceable, and standardized manner.
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5.2. iManus in the Context of Treatment Domains

Patients who need neurorehabilitation undergo a learning process to regain as much of
their lost mobility, coordination, and dexterity as possible. Bloom’s Taxonomy classifies the
learning process into three domains: (1) cognitive, (2) psychomotor, and (3) effective [30].
The cognitive learning domain applies to activities such as critical thinking, fact recall,
decision-making, and overall understanding of a subject [31–33]. The psychomotor domain
involves learning applied skills, such as procedural knowledge and adaptive thinking. The
psychomotor domain involves the honing of reflexes, dexterity, and purposeful, focused
movement [31–33]. The affective learning domain typically emphasizes emotional intelli-
gence and personal values [30,32]. The interaction that iManus allows, in a way that we
nowadays consider intuitive, namely teleconferencing, enables patients to manage their
emotions positively as they interact with the therapist. Sharing information with their
therapist in real-time and/or through an embedded messaging system relieves inner stress
about overcoming recovery challenges.

A successful therapy program should have the following characteristics: technical com-
petence on the therapist’s part, the implementation of ethical and professional values, socio-
technical responsibility, patient management, and capability for self-assessment through
feedback [34]. These elements all relate to one or more of the learning domains described.

The psychomotor learning domain is where iManus has benefits to victims of brain
injury, aiding them in recovery of hand motor skills. iManus also meets the above-described
criteria of a successful therapy program, offering self-assessment through feedback. When
patients complete hand rehabilitation tasks using iManus, they are practicing hand move-
ments that are analyzed remotely through a sensor that offers instantaneous feedback.
Patients can thereby recover their upper limb motor skills, spatial awareness, and pro-
prioception. Patients using iManus work with a therapist, who can interpret their hand
movements and offer guidance. During the COVID-19 pandemic, with many medical and
therapeutic interactions transitioning to an online format, such rehabilitative programs are
delivered via video conferencing. The application of new online technology can contribute
to delivering quality rehabilitation once face-to-face sessions resume.

5.3. Ethical Aspects of iManus

As discussed, the impact of any new rehabilitative technology on health and quality
of life must be considered when attempting to create new rehabilitation programs. The
purpose of iManus is to enhance the current treatment model in rehabilitation settings,
by improving accessibility to patients in-institution or remotely. We next discuss iManus
regarding issues around data, common good, and safety. We also review possible ethical
questions regarding the application of iManus in rehabilitation settings.

5.4. Data Considerations: Privacy, Security, Longevity

iManus gathers data through video footage and sensor data from patient movements.
The recorded data are processed, transmitted, and saved, either on a local server or in cloud-
based storage, both usually secured by the health institutions. Once the data is saved, it is
available for both therapist and patient to review. For patient confidentiality, each patient
can see only their own performance, while the therapist has access to the data for all patients
under their care. This is a common way to store data in medical facilities, but this could also
be vulnerable to hackers. With a device that relies on servers and cloud data backups, the
importance of cybersecurity cannot be understated. Additionally, since remote therapists
will assess patients solely on data from iManus, it is crucial to prevent tampering of the
data, either by external forces or by the patients themselves. Personal health information
acts, which vary according to the jurisdiction, establish rules that trustees of personal health
information must follow when collecting, using, disclosing, maintaining, and destroying
personal health information. Therefore, technology developers will manage the required
technical maintenance under granted permission, but solely the trustees will own the data
recorded by iManus and are responsible for its security. If data security is breached, videos
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remain problematic; however, each institution should develop its own policy to regulate the
use of videos by, for example, restraining the content to the hand zones with no face or body
parts shown. One great advantage of iManus is that it supports remote software upgrades.
These upgrades are fast enough to be done between patients, thereby avoiding interference
with the therapeutic session. iManus also comes with a 4-year guarantee and 24/7 support
for the clinics that use it. Finally, to access data, install updates, and contact support for
iManus, therapists and patients will require a strong internet connection, which brings
up another ethical consideration. As more services switch to online platforms and newer
technologies need the internet to function, internet access is increasingly being considered
a human right [35]. While internet use is widespread throughout most of North America,
people living in more remote locations or abroad may still find lack of internet access a
barrier. This should be considered in health care settings that serve patients living in areas
without adequate internet access.

There is no feature in iManus that allows for human-like decision-making processes.
As a result, it is the user’s responsibility to use iManus responsibly and ethically, as well as
to adhere to privacy and security principles. Will iManus eventually replace therapists and
render their jobs obsolete? No, it will not. Therapists’ workloads will remain unchanged,
but the outcomes of their decisions will be enhanced due to their patients’ participation in
iManus-led therapy remotely, in the absence of a face-to-face appointment. The therapist
will also conduct the same number of face-to-face sessions remotely. In fact, iManus
supports a synchronous mode of operation, which provides therapists and patients with
the benefits of face-to-face interactions.

When vulnerable and/or disoriented patients become emotionally attached to robotic
technology, ethical concerns may arise. Health technology may be taken away from a
patient for a variety of reasons, or it may become unavailable due to business decisions.
For example, Jibo, created by Jibo Inc., was the first robot to use intelligent speech and to
learn new speech patterns as its users interacted with it [23]. Jibo Inc. was eventually sold,
and the servers that housed its source code were decommissioned. Furthermore, users who
had been interacting with Jibo for some time discovered that it stopped working properly
and eventually shut down completely. For some users, this was extremely upsetting. What
about the iManus application? What could cause users to develop an emotional attachment
to iManus? This is not a concern with iManus, because it is not a social robot, but an
interactive platform designed for short-term use; usually a few months or as determined
by the therapist. From the standpoint of the therapist, iManus will be an additional
productivity tool that provides telecommunication, real-time or recorded quantitative data,
and a discussion platform (chat). Texting patients is currently not permitted, because the
privacy of the information could be jeopardized. However, in iManus, two-way information
is communicated without the risk of it being compromised. The patient owns their account
and can grant access to a therapist of their choosing or deny access to a therapist with
whom they are no longer working.

5.5. Common Good: Benefits of iManus

Technological developments using the internet, virtual reality, 3D modeling, and high-
level sensors are being applied to health care interventions beyond what was previously
thought possible. Even with sophisticated technology, in-person supervision is required,
and the devices are not portable, and therefore are not compatible with remote health care.

iManus is useful to support stroke rehabilitation programs remotely while social
distancing measures are in place, during the pandemic, and once the pandemic response has
ended. Health care settings such as rehabilitation clinics require program standardization
and objective evaluation. iManus can give patients unbiased quantitative feedback in real-
time. As therapists can upload rehabilitation programs to the server, patient programs can
be designed to evidence-based guidelines and be individualized for specific patient needs.
This provides rehabilitation clinics and health care researchers with a unique opportunity
to standardize programs and assess the simulation session, with patients being the only
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experimental variable. Tactile Robotics is now carrying out studies for a comprehensive
evaluation and comparison of rehabilitation programs in iManus-enabled versus standard
clinical settings.

The COVID-19 pandemic was an important factor in changing the way we use tradi-
tional in-person healthcare models, and technology could help health care evolve to reach
people who are unable to attend face-to-face visits with their providers. iManus allows
patients to perform their prescribed exercises in their own time, which allows them to
monitor and analyze their own progress, leading to faster recovery and better long-term
outcomes. Since iManus is portable, it allows access to care for patients with brain injury
around the globe, who may not otherwise be able to travel to a state-of-the-art rehabilitation
clinic. Standardized programs could provide excellent clinical rehabilitation for patients
living or working in remote places, far from quality health care facilities. To preserve
the principle of equitable access to technology, Tactile Robotics has a marketing plan that
can be adapted for interested facilities worldwide. Both right-hand and left-hand iManus
smart-gloves are available, enabling treatment of impairments on either side. This parallels
in-person therapeutic encounters and is inclusive of all patients in need of hand rehabili-
tative care. The outcomes from this rehabilitative approach are not only patient-oriented
but also benefit society as whole, by reducing the family and community costs of care, and
promoting the return to work and participation in daily activities.

5.6. Safety

iManus cannot cause harm to human beings when used as intended. As with any
therapeutic exercise program, there is a risk of exacerbation of an injury, whether or not a
robotic device is used. The guidance of a therapist in prescribing the exercises and checking
on the patient’s progress minimizes that risk. It would be difficult to conceive a scenario
where the use of iManus would cause further injury to the patient. Therefore, using iManus
in a rehabilitation setting would not be a significant safety concern.

6. Potential Concerns with the Described Technology and Proposed Solutions

Since the iManus platform is a cutting-edge rehabilitation technology based on a
remotely operable system Technology (See Section 5.1) and is relatively new to the rehabili-
tation community, it is important to identify the possible risks associated with using the
platform and suggest appropriate solutions and consideration of possible concerns. This
would increase the platform’s reliability and determine its suitability and functionality in
a well-defined framework. The following table addresses different operational concerns,
their associated risks, and the proposed solution and considerations.

Concern Risk Consideration/Solution

• Autonomy and well-being

• The patient cannot handle/make
use of the platform by themselves or
with the help of a family caregiver,
which will provide the therapist
with false information

• iManus is designed to be used by patients
with a minimum level of health and
capability.

• The presence of an accompanying
person/family member is recommended.

• Protection of privacy
and intimacy

• The patient’s private/personal data
are compromised

• The platform is operated on a secure local
server, which is accessible only to
authorized personnel

• Extra layers of security are provided in the
cloud-based communication system.
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Concern Risk Consideration/Solution

• Solidarity
• The patient feels left alone and

unsupported throughout the
process of rehabilitation

• The therapist and patient are in constant
communication, either face-to-face or
through the built-in messaging platform.

• Democratic participation
• The patient is not willing/is not

comfortable using the platform

• The use of the platform is entirely optional
and can only be recommended by
the therapist.

• Equity
• The platform is considered for a

specific economic class of
the population

• The platform is considered purchasable by
both by the clinic and the patient.

• Health insurance should cover the costs of
using the platform.

• Diversity and inclusion
• The platform is geared to a specific

ethnic group

• The platform will receive the approval of
different health authorities and will be
provided in the national and international
market with no limitations.

• Safety
• The platform is difficult or unsafe to

use for the patient

• The technology is designed to be easy to
use, with guides and support videos. The
programs offered are incremental, making
it easy for the patient to follow easily,
practice safely, and progress at a safe pace,
as determined by the therapist.

• Responsibility
• The therapist and/or the technology

provider do not accept
the responsibility

• The therapist will use/prescribe the
product according to healthcare regulations
and takes the responsibility defined in local
jurisdictions.

• The technology provider will be obligated
for after-sale support.

• Sustainable development
• The technology will be stopped at

its current stage

• The technology provider will provide
necessary updates in the software system.

• The technology provider will develop new
versions of the platform based on
commercial benefits and market demand.

7. Conclusions

The COVID-19 pandemic has hastened the integration of robotics into many industries,
as an effort to minimize human contact and slow the transmission of COVID-19. Moreover,
due to factors such as global aging and the availability of quality care, robots have been
used in place of humans for cleaning hospitals and comforting patients who found them-
selves isolated. With the sudden and unexpected onset of the pandemic and the need for
emergency measures to contain it, robots were developed and deployed rapidly, without
sufficient time to properly consider all aspects of roboethics. With recent advancements in
technology and artificial intelligence, new devices are emerging every day for the treatment
of patients with disabilities or movement deficiencies. Most of these devices collect data
related to the patients’ health status. Usage of these devices requires a profound ethical
investigation, to protect patients’ privacy. Several ethical aspects of the iManus technology
are investigated in this paper. The relevant principles of data security, the common good,
and safety should be fully examined.

This paper examines the ethical aspects of the creation and design of robots for hand
rehabilitation. During the COVID-19 pandemic, rehabilitation services were forced to
find alternatives to care for all but the most urgent cases, until it was deemed safe to
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resume close contact, with strict safety protocols in place. Since patient needs do not
end with facility closures, it is a health care provider’s ethical responsibility to continue
care, while minimizing risk to themselves. This has provided an opportunity for robots to
train motor skills in rehabilitation patients. iManus is a new-generation, haptic-enabled
smart glove that supports the recovery of upper limb function in patients with brain injury.
When integrating iManus into a treatment plan, the security and privacy of patient data,
and equal access to care should be prioritized. We discuss these ethical concerns and
provide real-life examples of robotics use, as they applied to the COVID-19 pandemic. This
may help engineers and researchers develop guidelines for the research and design of
future robots.

Future work will focus on the implementation of the iManus technology in real clinical
fields, to receive additional feedback from healthcare providers and patients and to update
our ethical investigations on the platform. We will also include clinical and experimental
data, to enhance the validity of the aspects highlighted in this paper.

8. Patents

The iManus technology has been disclosed in Maddahi, A.; Choukou, M.-A.; Nassiri,
A.M.; Maddahi, Y. A remote training and practicing apparatus and system for upper-limb
rehabilitation. United States Patent, US 63/178,735, 2021.
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