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Abstract: In this paper, a local-moment-driven robust reversible data hiding (LM-RRDH) scheme is
proposed, which can provide security to hidden messages against unintentional modifications. The
proposed LM-RRDH decomposes an image into LSB and MSB planes and then embeds the secret
information into the MSB image so that intrusion by unintentional modifications can be avoided. In
addition, the proposed scheme utilizes the prevalent correlation among the pixels on the MSB plane
for optimal embedding. In the proposed scheme, a cover image is partitioned into sub-blocks at first,
and pixel groups in the sub-block are formed according to local moment and moment-of-moment so
that similar-intensity pixels can be grouped into the same group. Next, the secret data is embedded
into the pixels of each group by selecting a pairwise embedding strategy adaptively which is based
on the number of pixels in each group. As a result, the proposed LM-RRDH can limit the distortion
while providing a decent embedding capacity. Further, a protection against non-malicious attacks
such as Joint Photographic Experts Group (JPEG) compression is also provided. The experimental
results show that the proposed scheme provides a superior quality to the previous works while
providing a comparable embedding capacity.

Keywords: local moment driven; robust reversible data hiding; RRDH; LM-RRDH

1. Introduction

Due to the massive improvement of hardware technology and the emergence of
network-based cracking technology, traditional information security has been challenged [1].
Therefore, continuous improvement in security methods has become a present need. One
of the improved methods is a reversible data hiding (RDH) method which allows the
embedding of confidential information into a multimedia carrier such as an image, video,
or audio and enables lossless retrieval of the secret information from the carrier along
with complete restoration of the host carrier [2]. As a result, it makes the detection of
secret information in the intercepted multimedia carrier difficult for illegal hackers. In
turn, stealing the hidden confidential information becomes a difficult task [3]. Because
of the aforementioned advantage of RDH method, it has attracted a lot of attention from
researchers working in the field of security. Therefore, multiple spatial-domain-based
RDH methods have been introduced in the literature, which can be categorized into the
following categories: namely (a) lossless compression [4–6], (b) difference expansion [7,8],
and (c) prediction error expansion [9–19].

Among the aforementioned methods, prediction-error-expansion (PEE)-based RDH
methods achieved more popularity due to their embedding efficiency. The first PEE-RDH
method was introduced by Thodi and Rodriguez [9] in 2007. The PEE-RDH predicts the
pixel values based on the correlation of neighbouring pixels and makes use of the difference
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error between the predicted and actual pixel value to embed the secret information. The
correlation among the neighbouring pixels helps in generating sharper prediction error
histograms (PEHs). It is noted that sharper PEHs generally result in better embedding
efficiency. The next noteworthy work in the domain of PEE is Sachnev et al.’s method [10]
that makes use of a rhombus predictor. It was argued in the work that a rhombus predictor
can present the centre pixel most effectively. Therefore, the method improves the embed-
ding efficiency significantly. Afterwards, a plethora of PEE-based research works based
on different predictors, such as gradient-adjusted predictors (GAP) [11], deep-learning
and machine-learning-based predictors [12], and sorting-based predictors [13] have been
introduced. Among all of these, sorting (pixel value ordering)-based predictors provide
high-fidelity images. In RDH methods based on pixel value ordering, the host image is
partitioned into blocks and pixels of each block are sorted in ascending order. Next, the
secret information bits are usually embedded into the extreme left and extreme right pixels
of the sorted block by predicting their pixel values using the penultimate extreme left and
right pixels, respectively, and modifying the errors by expanding/shifting the extreme left
and right pixels to their extreme sides only [13,14]. Therefore, a sharper PEH is achieved,
but the partial utilization of every pixel of each block negatively affects the embedding
capacity. In addition to using different predictors for performance improvement, a note-
worthy work based on a pairwise PEE was introduced by Ou et al. [15]. The pairwise PEE
scheme claims and validates that adjacent prediction errors have correlation on similar lines
as that of nearby pixels. Here, the pair of pixels were used simultaneously to embed the
secret data using two-dimensional prediction error histogram modification by exploiting
the correlation. The work of Ou et al. [15] was extended to improve the performance
in [17,18]. A systematic survey of all the pixel-value-ordering-based reversible data hiding
methods is presented in [19]. In addition to modifying the pixel values directly, another
dimension added in the field of reversible-data-hiding works is embedding in encrypted
images. Such works are popularly known as reversible data hiding in encrypted images
(RDHEI) [20,21]. Many such works have been discussed in recent years which have been
comprehensively reviewed in [22].

However, it has been observed that the robustness of the embedded secret information
against the compression or other small alteration has still been a large concern in spatial-
domain-based RDH schemes. Therefore, in this paper, a new local-moment-driven RRDH
scheme is proposed to enhance the image quality while maintaining the embedding capacity.
The contribution of the proposed LM-RRDH scheme can be briefly explained as follows:

(1) The proposed LM-RRDH transforms the host image into two planes: MSB and LSB,
and makes use of the image of the MSB plane for embedding the secret information
so that the required robustness of the hidden data can be provided.

(2) The image of the MSB plane is divided into sub-blocks, and pixel groups are formed to
collect similar-intensity pixels in the same group. Therefore, highly correlated groups
are formed to embed secret information.

(3) Further, the dynamic selection of a pairwise embedding strategy based on the number
of pixels in the group can help in achieving better quality while maintaining the
embedding capacity.

(4) As a result, the proposed LM-RRDH can provide superior quality while providing
comparable embedding capacity.

The rest of the paper is organized as follows. Section 2 presents a literature review.
The proposed local moment driven robust reversible data hiding scheme is introduced in
Section 3. Section 4 presents the experimental results and analysis. Finally, it is concluded
in Section 5.

2. Literature Review

This section is divided into two sub-sections. In the first sub-section, some of the
existing robust reversible data hiding methods are briefly reviewed and followed by a
detailed review of one of the closest existing scheme.
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2.1. Review of Existing Robust Reversible Data Hiding Schemes

In 2003, Vleeschouwer et al. [23] introduced a semi-fragile lossless data-hiding technique
which provides a certain level of protection against minor altercations. However, the tech-
nique has a fatal problem of salt-and-pepper noise which was addressed by Ni et al. [24,25].
In Ni et al.’s technique, the arithmetic average difference of a block is computed first and the
secret message bits are embedded by shifting the difference. More specifically, the difference
is shifted in the event that the bit is ‘1’; otherwise it remains unchanged. Thus, a higher degree
of robustness along with a good quality stego-image is provided. In 2010, Zeng et al. [26]
extended the work of [24,25] for doubling the embedding capacity by utilizing the different
scenarios of the arithmetic difference. Deng et al. [27] discussed a robust image watermarking
scheme based on histogram modification. The scheme computes the histogram of the cover im-
age and embeds the information/watermark in the selected peak bins. The work [27] claimed
that the scheme can resist against geometric distortions as well as common image processing
operations. However, the scheme has limited embedding capacity. Afterwards, multiple
robust reversible data hiding (RRDH) schemes, such as [28–34], were introduced to increase
the embedding capacity while maintaining the robustness and providing a decent-quality
stego-image. Among all the aforementioned RRDH schemes, a noteworthy introduction
was written by Wang et al. [29], discussing a novel spatial-domain-based RRDH scheme in
2017. Wang et al.’s scheme makes use of significant bits for embedding the secret data by
using the difference expansion method. Since the correlation among the most significant bits
is significantly higher than the least significant bits, the proposed scheme can increase the
embedding capacity. Additionally, the usage of a higher significant bit plane (HSB) of an
image for embedding secret information increases the robustness when unintentional minor
attacks such as JPEG compression make modifications in the lower bit plane. Therefore, the
contents of the higher significant bit plane are intact. The work of [29] was extended by Kumar
and Jung [30] to enhance the embedding capacity, along with image quality, while providing
the same degree of robustness. Kumar and Jung used a two-layer embedding (TLE) strategy
to embed the secret data into the HSB plane as in [29]. The scheme embeds the secret data into
two layers by using a PEE strategy with the help of two sets of novel predictors. In addition,
the proposed scheme carries out the expansion and shifting of histogram bins on the short
tail side so that the distortion can be limited. Thus, the scheme increases the embedding
capacity significantly, along with higher PSNR, while providing the same level of robustness
as [29]. The brief review of the working process of the TLE scheme [30] is presented in the
next section.

2.2. Detailed Review of Kumar and Jung’s TLE Scheme [30]

In 2020, Kumar and Jung [30] discussed the RRDH scheme using two-layer embedding
(TLE) strategy. The TLE scheme provides good resistance against the minor altercations
while providing high embedding capacity with decent quality stego-image. First, Ku-
mar and Jung’s scheme decomposes the cover image into two planes, namely the most-
significant-bit (MSB) and least-significant-bit (LSB) planes, by separating the user-defined
number (n) of LSBs from all of the bits in each pixel of the image. It is obvious that each
pixel (Pi,j) of the image is represented by eight bits as its value ranges from 0 to 255. The
pixel (Pi,j) is decomposed into the MSB and LSB planes using the following equations:

Pi,j= ∑n−1
k=0 bk ∗ 2k+∑7

k=n bk ∗ 2k (1)

where
PLSB

i,j = ∑n−1
k=0 bk ∗ 2k (2)

PMSB
i,j = ∑7

k=n bk ∗ 2k (3)
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Here, PLSB
i,j and PMSB

i,j represent the LSB and MSB planes, respectively, for Pi,j and
bk ε {0, 1} represents the kth bit value of 8-bit binary representation of Pi,j. By processing
each pixel of the cover image (I), two images ILSB and IMSB are obtained.

To provide resistance against minor modifications, the TLE scheme embeds the secret
information in the MSB plane. The image IMSB is represented in a checkboard pattern so
that two independent sets of pixels—x-set in saffron and y-set in white—can be obtained
as shown in Figure 1. Next, the x-set pixels are scanned and sorted according to their local
complexity. The pixels are arranged into the ascending order of their complexity so that
the pixels with the least complexity can be preferred for embedding the information. The
preference helps in limiting the distortion, as the pixels with a lower local complexity are
probably the most expanded, whereas higher-local-complexity pixels are probably the most
shifted, thus causing undesired distortion.
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Next, the TLE scheme embeds the secret information in each pixel of the image into
two layers by using the PEE strategy. In the first layer, the pixel (PHSB

i,j ) is predicted and an

error (eHSB
1 i,j ) is calculated as follows:

eHSB
1 i,j = PHSB

i,j − p̂HSB
1 i,j (4)

where p̂HSB
1 i,j is the predicted pixel value determined using a selected predictor from the

first set of given set of predictors. Next, the secret data bit SD
1 ε {0, 1} is embedded using

Equation (5) as follows:

P
′MSB
i,j =


PMSB

i,j + SD
1 if eHSB

1 i,j = 1,
PMSB

i,j + 1 if eHSB
1 i,j > 1,

PMSB
i,j if eHSB

1 i,j < 1.
(5)

Here, P
′MSB
i,j is the marked pixel obtained after the first layer of embedding. To again

embed the secret information bits in the pixel, another error (eHSB
2 i,j ) is calculated using

Equation (6) after the predicted pixel value determined using a selected predictor from the
second set of given set of predictors.

eHSB
2 i,j = P

′HSB
i,j − p̂HSB

2 i,j (6)

Next, the secret data bit SD
2 ε {0, 1} is embedded using Equation (7). It is to be noted

whether the second-layer-predicted pixel value p̂HSB
2 i,j is equivalent to the first-layer one. In
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other words, p̂HSB
1 i,j then p̂HSB

1 i,j are increased by one so that secret bits can be embedded into
the pixels optimally.

P
′′MSB
i,j =


P
′MSB
i,j − SD

2 if eHSB
2 i,j = −1,

P
′MSB
i,j − 1 if eHSB

2 i,j < −1,

P
′MSB
i,j if eHSB

2 i,j > −1.
(7)

Thus, a marked pixel value, P′′MSB
i,j , is obtained. The same embedding process is

repeated for each x-set pixel, followed by the y-set pixels to obtain the marked I
′MSB. The

ILSB and I
′MSB are then concatenated to obtain the marked image I′, which provides a

high degree of resistance to hidden information against minor altercations. In addition,
the TLE scheme provides a high embedding capacity with good quality marked image.
In the proposed work, a new scheme which is an extension of with Kumar and Jung’s
scheme [30] is proposed to increase the embedding efficiency while providing the same
level of robustness. The detailed explanation regarding the proposed scheme is presented
in the next section.

3. The Proposed Local-Moment-Driven Robust Reversible Data-Hiding Scheme

As discussed above, Wang et al. [29] and Kumar and Jung’s [30] schemes provide
a good data hiding capacity with good resistance against unintentional minor modifica-
tions. However, the schemes do not efficiently exploit the prevalent correlation among
nearby pixels of MSB plane-based images. To this end, a new local-moment-driven robust
reversible data hiding (LM-RRDH) scheme, inspired by [35], based on pairwise prediction
error expansion, is proposed. The LM-RRDH scheme embeds the secret information into
MSBs of the cover image (I) of h × w pixels so that a certain level of resistance against
unintentional alterations can be achieved as with [29,30]. First, the scheme segregates the
certain number of LSBs from MSBs of each pixels to obtain two images, IMSB and ILSB,
using Equations (2) and (3). The IMSB is then used for embedding the secret information so
that correlation among the pixels of the image can be utilized at maximum. The proposed
scheme is divided into two parts as follows.

3.1. Embedding Method

In this subsection, checkboard-scanning-based pixel grouping using local moment is
discussed. Second, a new data-hiding method based on adaptive selection of embedding
strategy is presented on auxiliary information for blind decoding. Finally, the embedding
algorithm and its illustrative example is provided.

3.1.1. Checkboard Scanning Based Pixel Grouping Using Local Moment

For embedding the secret data, the image (IMSB) is partitioned into equal-sized non-
overlapping blocks, preferably of 3× 3 pixels, starting from pixel position (2, 2) to (h− 1, w− 1).
Then, x-set pixels (orange color shown in Figure 1 such as Sx = {x1, x2, x3, x4, x5}) of the first
block are segregated into two groups that are based on the local moment of each pixel, and
moment-of-moment of the block, using the following Equations (8)–(10), respectively.

µi,j =

[
1
4
(
yi,j−1 + yi−1,j + yi,j+1 + yi+1,j

)]
(8)

Here, yi,j−1, yi−1,j, yi,j+1, and yi+1,j are the surrounding pixels for the reference pixel,
e.g., xi,j, for which the local moment (µi,j) is calculated. For example, the local moment (µ3)
for pixel x3 can be calculated as follows when the pixels are numbered as in Figure 1:

µ3 =

[
1
4
(y1 + y2 + y3 + y4)

]
(9)



Appl. Sci. 2022, 12, 11826 6 of 16

y1, y2, y3, and y4 are the surrounding pixels for the reference pixel (x3) as per Figure 1.
Next, the moment-of-moment of the block (Bk) can be calculated using Equation (10) as follows:

Ωk =

[
1
N ∑M

m=1 µm

]
(10)

where N denotes the count of pixels in the x-set of the block (Bk) and m denotes the x-set
pixel number of Bk when the pixels are scanned in raster-scan manner. Next, the x-set
pixels of Bk are tagged and grouped into two groups, FG and SG, by using Equation (11).

xm =

{
FG, if µm < Ωk
SG, else

(11)

Therefore, every pixel (xm) from Sx of Bk is grouped either into the first group (FG),
when the local moment (µm) is less than the moment of moment (Ωk) for the Sx, or into
the second group (SG) as per Equation (11). Next, the embedding of secret information
in each of the groups (FG, SG) is carried out using the embedding strategy introduced in
Section 3.1.2. The process of grouping and embedding is repeated for the y-set pixels (white
color shown in Figure 1 such as Sy = {y1, y2, y3, y4}) with the updated block. Embedding
in each and every block of the image, the marked-MSB plane (I′MSB) is obtained, which is
concatenated with ILSB to obtain the final stego-image (I′).

3.1.2. Hiding Method Based on Adaptive Selection of Embedding Strategy

It has been observed from the analysis of the literature that pixel-value-ordering-based
methods provide high-fidelity images, while the prediction-error-expansion (PEE)-based
pixel-wise or pairwise embedding methods provide a high embedding capacity with
decent quality stego-images. Therefore, the proposed RRDH method selects an adaptively
embedding strategy among the enhanced pairwise improved pixel value ordering (EP-
IPVO), enhanced pairwise prediction error expansion (EP-PEE) scheme and Sachnev’s
prediction error expansion (S-PEE) based on the cardinality (#) of the group (number
of pixels in the group), so that the advantages of each of the methods can be exploited
and optimal embedding is performed. More specifically, EP-IPVO is used to embed for
cardinality (#) > 2. In the case of cardinality (#) being equal to 2, EP-PEE is used for
embedding the secret message. The embedding is carried out using S-PEE when cardinality
(#) is equal to 1.

For applying the EP-IPVO, the pixels (e.g., x1, . . . xN) of the group are arranged in
ascending order (xπ(1), . . ., xπ(N)), where xπ(1) ≤ . . . ≤ xπ(N), π(i) < π(j) for xπ(i) = xπ(j)
and i < j. Next, two prediction errors are calculated using Equations (12) and (13), respectively.

eIPVO
1 = xs−xt (12)

eIPVO
2 = xu − xv (13)

where s = min(π(1), π(2)), t = max(π(1), π(2)), u = min(π(N − 1), π(N)) and
v = max(π(N − 1), π(N)) [11,12]. Next, the minimum pixel (xπ(1)) and maximum pixel
(xπ(N)) are modified by a maximum of −1 and +1 to embed the secret data in the group.
More specifically, the modification of the pixel values are carried out based on the pair of
error values (eIPVO

1 and eIPVO
2 ) and embedding bits using Figure 2a. Figure 2a essentially

represents the prediction error modification based on the embedding bits, which modifies the
minimum and/or maximum pixels of the group as per Equations (14) and (15), respectively.

x′π(1) = xπ(2) −
∣∣∣e′ IPVO

1

∣∣∣ (14)

x′π(N) = xπ(N−1) +
∣∣∣e′ IPVO

2

∣∣∣ (15)
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Here, symbol |.| truncates the sign and gives the positive values and e
′ IPVO
1 and e

′ IPVO
2

represent the expanded errors obtained from Figure 2a. From Figure 2a, it can be observed
that the EP-IPVO strategy tries to contain the distortion by limiting the modifications.

For applying the EP-PEE strategy on the pixels (e.g., x1, x2) of the group, two predic-
tion errors are calculated using Equations (16) and (17), respectively.

ePEE
1 = x1−[µ1] (16)

ePEE
2 = x2 − [µ2] (17)

where [µ1] and [µ1] are the rounded-off local moments of the pixels x1 and x2, respectively.
Next, the modification of the prediction errors is performed using the EP-PEE mapping
strategy [13] as shown in Figure 2b. The pixels (x1, x2) of the group are then modified using
following Equations (18) and (19), respectively.

x′1 = [µ1]+e
′PEE
1 (18)

x′2 = [µ2]+e
′PEE
2 (19)

e
′PEE
1 and e

′PEE
2 represent the expanded errors obtained from Figure 2b. For applying

the S-PEE strategy on the pixels (e.g., x1) of the group, first a prediction error (eS−PEE) is
calculated, such as eS−PEE = x1 − [µ1]. Next, the pixel is modified to embed the secret data
bits using the following Equation (20).

x′1 =


x1 + b1 if eS−PEE = 0,
x1 + 1 if eS−PEE > 0,

x1 − b1 if eS−PEE = −1,
x1 − 1 if eS−PEE < −1,

(20)

where b1 is a bit of secret data that can be either ‘0’ or ‘1’. It can be observed from Equation
(20) that a bit of secret information is embedded into the pixel if the prediction error (eS−PEE)
is either ‘0’ or ‘−1’, otherwise the pixel is shifted by one. Thus, overall, the maximum
change made to a pixel is limited to ±1 as far as IMSB is concerned in isolation. However,
the maximum change made to the cover image pixel is ±

(
∑n−1

k=0 2k
)

+ 1, e.g., if n = 3 then
it would be 8.
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3.1.3. Auxiliary Information for Blind Decoding

To recover the original image and extract the secret information in a lossless manner,
some auxiliary information needs to be embedded in the image along with the secret data.
This information consists of the following components:

• Details of location map: Though the proposed LM-RRDH scheme embeds the secret

data in the MSB plane of the image, the problem of overflow (pixel value >
7
∑

k=n
2k

where n = 0, 1, 2, 3, . . . , 7 or MAX) and underflow (pixel value < 0) can still arise
due to the pixel modification for embedding the secret information. Therefore, a
location map (LM) is constructed to avoid such problems, in which all the pixels of
the original image that is either equal to ‘0’ or to MAX are marked by ‘1’, otherwise
by ‘0’, as given in Equation (21):

LM(l) =


1 i f Pl = 0,

1 i f Pl = MAX,
0 else.

(21)

where l is the number of the pixel scanned in the raster-scan order of the image, IMSB.
Further, the values of ‘0’ and MAX-valued pixels are increased and decreased by ‘1’,
respectively, using Equation (22), so that these pixels can also be used for embedding
the secret information while avoiding the problem of underflow/overflow.

Pl =

{
Pl + 1 i f Pl = 0,

Pl − 1 i f Pl = MAX.
(22)

Next, the LM is compressed using JBEG/arithmetic encoding to obtain a compressed
location map (CLM). The length of the CLM is denoted by LCLM.

• Maximum pixel value of ILSB: As discussed above, the proposed LM-RRDH scheme first
decomposes the cover image (I) into two images, IMSB and ILSB cover images (I), by
segregating a certain number of LSBs from the MSBs of each pixels of the image and
then embeds the secret data in IMSB. Therefore, the number (n) of LSBs to generate
the ILSB must be shared with the receiver so that they can decompose the image and
start the extraction process. The value of n can be encoded, at a maximum, by 3 bits.

• LSBs of the border pixels: The LM-RRDH scheme embeds some of the information, such
as number (n) of LSBs, to generate the ILSB in the LSBs of border pixels of the cover
image (I), as the border pixels are not used for embedding the secret information.
Therefore, the LSBs of the border pixels need to be embedded in the IMSB along
with the secret data as auxiliary information, so that extraction and recovery can be
performed blindly.

3.1.4. Embedding Algorithm

The embedding algorithm of the proposed LM-RRDH scheme for concealing the secret
data (S) into a cover image (I) of size h× w pixels is outlined below in a step-wise manner:

Step 1: Decompose I into ILSB and IMSB using Equations (2) and (3), respectively. The
decomposition is performed by segregating n number of LSBs from each pixel of I in a
pixel-wise manner.
Step 2: Scan IMSB starting from pixel position (2, 2) to (h− 1, w− 1) in a raster scan manner
and construct LM using Equation (14) in which all the pixels are marked. Next, compress
the LM using JBEG/arithmetic encoding to obtain a compressed location map (CLM). The
length of the CLM is denoted by LCLM.
Step 3: Divide IMSB into blocks of 3 × 3 pixels, each starting from pixel position (2, 2) to
(h− 1, w− 1). Next, group all the x− set pixels into two groups (FG, SG) using Equation (10).
Step 4: Extract least significant bits (LSBs) of pre-defined border pixels of I. Append the
extracted bits along with CLM at the end of the secret information.
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Step 5: Embed the secret information in a pixel group as follows:

1. If cardinality of FG > 2, then calculate prediction errors eIPVO
1 and eIPVO

2 using Equa-
tions (12) and (13), respectively, and expand the prediction errors as per the secret
data bits as per Figure 2a. Next, modify the minimum and maximum valued pixels
using Equations (14) and (15), respectively, to embed the secret data.

2. Otherwise, if cardinality of FG is equal to 2 then calculate prediction errors ePEE
1 and

ePEE
2 using Equations (16) and (17), respectively, and expand the prediction errors as

per the secret data bits as in Figure 2b. Next, modify the first and the second pixels of
the group using Equations (18) and (19), respectively, to embed the secret data.

3. Otherwise, calculate prediction error EPEE and embed the secret data in the pixel
using Equation (20).

Step 6: Repeat Step 5 for group SG.
Step 7: Repeat Steps 5-6 for y− set pixels. Note the position of last block (Bend) in which
embedding is carried out.
Step 8: Compose the ILSB and I

′MSB to obtain stego image (I′) and replace the LSBs of
pre-defined border pixels of I′ from the value of n and position of last block (Bend) using
the LSB substitution method.

Therefore, the stego-image (I′) is obtained, which can be shared with the receiver using
any open communication channel without worrying about the security of hidden data.

Embedding example: The proposed embedding process is illustrated using an example
in Figure 3. The example considers a cover image (I) of 6 × 5 pixels, which is decomposed
into two images (IMSB and ILSB) by considering n = 3. Then, the IMSB image is represented
in a checkboard pattern and divided into blocks of size 3 × 3 pixels, excluding border
pixels (shown in blue). Next, embedding is carried out in the pixels of the blocks using
adaptive embedding strategy in a phase-wise manner. In the first phase, the pixels shown
in orange are used for embedding, followed by white ones in the second phase. Before
each phase embedding, the pixels are segregated into two groups (FG, SG) using Equation
(10). Here, the pixels grouped in the first group (FG) are tagged and background-colored
green (for easy identification to readers), whereas the other pixels are tagged as SG and
background-colored red. Then, the embedding is carried out on the pixels of both the
groups using the adaptive embedding strategy. Since the first group (FG) has only two
pixels (e.g., x1 and x2) of values 18 and 19, respectively, the embedding is done by using
EP-PEE scheme. For this, two prediction errors (ePEE

1 and ePEE
2 ) are calculated, such as

ePEE
1 = x1 − [µ1] and ePEE

2 =x2 − [µ2] , where [.] gives a rounded-off value and the µ1 and µ2
represents the local moment of pixels x1 and x2, respectively. Thus, the calculated values
of [µ1] and [µ2] are 18 and 18, respectively. Therefore, ePEE

1 = 0 and ePEE
2 = 1 are obtained.

Next, the errors are modified based on secret bits using Figure 2b. From Figure 2b, it is
clear that the error pair (0, 1) can be expanded to either (0, 2) or (1, 2) based on the secret
data bit value. Since the bit is ‘0’, the pair is expanded to (0, 2), which in turn modifies
the pixels to 18 and 20. In this way, embedding is carried out in the FG. For embedding in
the SG = (18, 18, 18), the count of pixels in the group is checked, as it is 3, which means
the embedding will be carried out using the EP-IPVO scheme. For this, two prediction
errors (eIPVO

1 and eIPVO
2 ) are calculated, such as eIPVO

1 = xs − xt and eIPVO
2 =xu − xv, where

the value of xs, xt, xu, and xv are 18, 18, 18, and 18, respectively. Therefore, eIPVO
1 =0 and

eIPVO
2 = 0 are obtained. Next, the errors are modified based on secret bits using Figure 2a.

From Figure 2a, it is clear that the error pair (0, 0) can be expanded to either (0, 0), (−1, 0)
or (0, −1) based on the secret data bits value. Since the bits are is ‘01’, the pair is expanded
to (−1, 0) which in turn modifies the pixels to 17, 18, and 18. In this way, the embedding
is carried out in the SG and the partial stego-image is obtained. In the next phase, the
embedding in the white background pixels of the group can be performed in a similar
manner. To avoid repetition of explanation, the same has not been repeated.
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3.2. Secret Information Extraction and the Original Image Recovery Method

To recover the original image and extract the hidden information, the embedding phase
is executed in the reverse manner. Here, firstly, auxiliary information, such as the value of
n and location of the last embedding block (Bend) is extracted from predefined LSBs of the
border pixels of the cover image. Then, the image is decomposed into two images, I

′MSB and
ILSB, using Equations (2) and (3) as in the embedding phase. Before extraction and recovery,
first of all, I

′MSB is divided into blocks of 3 × 3 pixels and then the y− set pixels of each
block are segregated into two groups. Next, the extraction and recovery of the pixels of
each group are carried out based on the cardinality (#) of each group. More specifically, if
cardinality(#) > 2 then two errors (e

′ IPVO
1 and e

′ IPVO
2 ), after sorting the pixels of the group,

are calculated using Equations (12) and (13), respectively. Next, the hidden information is
extracted by receiving the contracted error pairs (eIPVO

1 and eIPVO
2 ) after following Figure 2a
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by just reversing the arrow direction. Next, the minimum and the maximum pixels of the
group are recovered using the following Equations (23) and (24), respectively:

xπ(1) = xπ(2) −
∣∣∣eIPVO

1

∣∣∣ (23)

xπ(N) = xπ(N−1) +
∣∣∣eIPVO

2

∣∣∣ (24)

In case the cardinality(#) is equal to 2, two errors (e
′PEE
1 and e

′PEE
2 ) are calculated using

Equations (16) and (17), respectively. Next, the hidden information is extracted by receiving
the contracted error pairs (ePEE

1 and ePEE
2 ) after following Figure 2b by just reversing the

arrow direction. Next, the recovered pixels (x1, x2) of the group are obtained using the
following Equations (25) and (26), respectively:

x1 = [µ1]+ePEE
1 (25)

x2 = [µ2]+ePEE
2 (26)

Otherwise, if cardinality(#) is equal to 1, that means the S-PEE rules of Table 1 are
used for extracting the hidden information bit ( b1) and recovering the pixel value.

Table 1. S-PEE extraction and recovery rules.

x′1 − [µ1] < − 2 − 2 −1 0 1 >1
xi,j x′1 + 1 x′1 + 1 x′1 x′1 x′1 − 1 x′1 − 1

b1 - 0 1 0 1 -

After processing the y− set pixels, x− set pixels of I
′MSB are processed to get back

the hidden information and recover them. This process is followed in a block-wise manner
until all the hidden information is not extracted. Next, the compressed location map (CLM)
is separated from the extracted hidden information and decompressed. The decompressed
location map is then used to post-process the pixels of the image to reach their original
values using Equation (27):

Pl =

{
Pl − 1 i f Pl = 0 and LM(l) = 1,

Pl + 1 i f Pl = MAX and LM(l) = 1.
(27)

where l is the number of the pixel scanned in the raster-scan order of the image IMSB. At
the end, the resultant images IMSB and ILSB are composed to re-obtain the original cover
image (I).

Extraction and recovering example: The proposed extraction and recovery process is
illustrated using an example in Figure 4. The example considers a partial stego-image
(I’) of 6 × 5 pixels which is decomposed into two images (I

′MSB and ILSB) by considering
n = 3. Then, the I

′MSB image is represented in a checkboard pattern and divided into
blocks of 3 × 3 pixels in size, excluding border pixels (shown in blue). Next, the pixels
shown in orange are used for extraction and recovery. For this, the pixels are segregated
into two groups (FG, SG) using Equation (10). Here, the pixels grouped in the first group
(FG) are tagged and background-colored green (for easy identification to readers) whereas
the other pixels are tagged as SG and background-colored red. Since the first group (FG)
has only two pixels (x′1 and x′2) of values 18 and 20, respectively, two prediction errors

(e
′PEE
1 and e

′PEE
2 ) are calculated, such as e

′
PEE

1 = x′1 − [µ1] and e
′PEE
2 =x′2 − [µ2] , where [.]

gives a rounded-off value and the µ1 and µ2 represent the local moment of pixel x′1 and
x′2, respectively. Thus, the calculated values of [µ1] and [µ2] are 18 and 18, respectively.
Therefore, e

′PEE
1 =0 and e

′PEE
2 = 2 is obtained. Next, the error pair (0, 2) is contracted to (0, 1)

by following Figure 2b and reversing the arrows of Figure 2b. Additionally, the hidden
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information obtained from the contraction is ‘0’. Next, the pixels (x1 and x2) are recovered.
Therefore, (18, 19) are received as the values of the pixel pair.
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For extracting from SG = (17, 18, 18), the count of pixels in the group is checked, as
it is 3, meaning that the two prediction errors (e

′ IPVO
1 and e

′ IPVO
2 ) are calculated, such as

e
′ IPVO
1 = xs − xt and e

′ IPVO
2 =xu − xv , where the value of xs, xt, xu, and xv are 17, 18, 18, and

18, respectively. Therefore, e
′ IPVO
1 = −1 and e

′ IPVO
2 = 0 are obtained. Next, the error pair

(−1, 0) is contracted to (0, 0) by following Figure 2a and reversing the arrows of Figure 2b.
Additionally, the hidden information obtained from the contraction is ‘01’. Next, the pixels
(xπ(1) and xπ(N)) are recovered. Therefore, (18, 18) are received as values of the minimum
and maximum pixel pair. Thus, the hidden secret data bit ‘001’ and original image are both
obtained without loss.

4. Experimental Results and Analysis

In this section, the performance of the proposed LM-RRDH scheme against some of the
well-known spatial-domain-based RRDH schemes, such as Rajkumar et al. [28], SBDE [29],
and TLE [30], is comparatively analyzed to avoid such problems. For experimental pur-



Appl. Sci. 2022, 12, 11826 13 of 16

poses, six standard grey-scale test images, each of size 512 × 512 pixels including Lena,
Baboon, Airplane, Peppers, Elaine and Boat, were used, as shown in Figure 5. Further, the
secret information stream was generated using the random function of MATLAB, as imple-
mentation was carried out using the same platform. The comparison of the performance
was performed based on embedding capacity and image quality using peak signal-to-noise
ratio (PSNR). The experimental results for robustness are not included for comparative
performance analysis, as the LM-RRDH embeds the secret information into the MSB planes
such as SBDE [29] and TLE [30], so it provides the same degree of robustness.
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Two-dimensional (2D) line graphs have been used, as shown in Figure 6, to represent
the embedding capacity (EC) versus PSNR experimental results. The 2D graphs present
the comprehensive and thorough comparison of experimental results of the proposed
LM-RRDH scheme against Rajkumar et al. [28], SBDE [29], and TLE [30]. It can be easily
observed from Figure 6 that the proposed scheme has superior performance than all the
other aforementioned spatial domain-based RRDH schemes. The main reasons behind
the superior performance are (1) the more correlated grouping of the pixels based on their
local moments, (2) adaptive selection of embedding strategy based on the cardinality of the
group, and (3) usage of enhanced pairwise prediction-error-expansion-based embedding
strategies. The more correlated groups of pixels help in generating sharper prediction error
histograms, which lead to lesser shifting of pixels while increasing the expansion. Further,
embedding the secret information using the best embedding strategy based on the type of
group further helps in managing the trade-off between the EC and PSNR.

Furthermore, the enhanced-pairwise-embedding-strategies-based data hiding tech-
niques assist in optimally exploiting the correlation in the form of prediction errors as well.
This further helps in achieving superior performance. Therefore, it can be clearly stated that
the LM-RRDH scheme provides improved embedding capacity and PSNR trade-off than
the existing spatial-domain-based RRDH schemes, such as those of Rajkumar et al. [28],
SBDE [29], and TLE [30], while maintaining the same degree of robustness.
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5. Conclusions

In this paper, a local moment-driven robust reversible data-hiding (LM-RRDH) using
pairwise embedding has been proposed. The proposed LM-RRDH scheme was a spatial
domain based RRDH scheme which could provide the security to the hidden message
against unintentional modifications. The proposed LM-RRDH first decomposed the image
into LSB and MSB plane and embedded the secret data into the MSB image. For an efficient
embedding, the proposed scheme divided the image into sub-blocks and segregated the
pixels of each block to form highly correlated groups. Next, the secret data could be
embedded into the pixels of each group by selecting an embedding strategy adaptively. As
a result, the proposed LM-RRDH could limit the distortion to the human visual system
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while providing a decent embedding capacity. The experimental results have shown that
the proposed LM-RRDH could provide better embedding capacity, while keeping a good
PSNR, than the existing spatial-domain-based RRDH schemes. Further, the proposed
LM-RRDH scheme provided the same level of robustness as the SBDE and TLE schemes.
However, it can be vulnerable to various attacks when modifying higher significant bits. In
future studies, a new scheme will be suggested to improve the embedding capacity while
maintaining the same degree of robustness additionally.
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