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Abstract: The use of the unsupervised monocular depth estimation network approach has seen
rapid progress in recent years, as it avoids the use of ground truth data, and also because monocular
cameras are readily available in most autonomous devices. Although some effective monocular
depth estimation networks have been reported previously, such as Monodepth2 and SC-SfMLearner,
most of these approaches are still computationally expensive for lightweight devices. Therefore, in
this paper, we introduced a knowledge-distillation-based approach named LUMDE, to deal with
the pixel-by-pixel unsupervised monocular depth estimation task. Specifically, we use a teacher
network and lightweight student network to distill the depth information, and further, integrate
a pose network into the student module to improve the depth performance. Moreover, referring
to the idea of the Generative Adversarial Network (GAN), the outputs of the student network and
teacher network are taken as fake and real samples, respectively, and Transformer is introduced as
the discriminator of GAN to further improve the depth prediction results. The proposed LUMDE
method achieves state-of-the-art (SOTA) results in the knowledge distillation of unsupervised depth
estimation and also outperforms the results of some dense networks. The proposed LUMDE model
only loses 2.6% on 61 accuracy on the NYUD-V2 dataset compared with the teacher network but
reduces the computational complexity by 95.2%.

Keywords: knowledge distillation (KD); pose network; Transformer; unsupervised depth estimation

1. Introduction

3D geometric reconstruction from 2D images has been an important research direction
in computer vision. The acquisition of depth information is also a significant technical
node in some practical applications such as robots, automatic driving vehicles, virtual
reality, augmented reality, etc. Most depth estimation algorithms are based on supervised
neural networks. For example, Eigen et al. [1] first reported a deep-learning-based method
for monocular depth estimation using a multi-scale convolutional neural network (CNN).
Later studies introduce better network architecture [2], or more sophisticated training
loss functions [3-5], to improve performance. In addition, several methods [6,7] use two
networks, one for depth estimation and the other for motion, to mimic the structure from
motion (SfM), or simultaneous localization and mapping (SLAM) in supervised training.

As supervised learning relies on ground truth data, which has to be acquired from
extra, and usually more expensive, sensors, such as Lidar or an RGBD camera, the un-
supervised depth estimation network approach has seen rapid progress in recent years.
An unsupervised depth network can take data from either binocular images or sequential
monocular images as input, with the latter being of more practical interest, as monocular
cameras are already readily available in most autonomous devices or vehicles. For monoc-
ular depth estimation, the pioneering work is from Zhou et al. [8], who employed a depth
estimation network along with a pose network to construct the photometric loss between
consecutive temporal frames. Following their work, many subsequent methods have tried
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to improve the performance of self-supervised depth estimation, such as Monodepth2 [9]
and SC-SfMLearner [10]. Specifically, Monodepth2 employs per-pixel minimum photomet-
ric loss, the auto-masking idea, and multi-scale depth estimation to significantly improve
the performance of self-supervised depth prediction; while SC-SfMLearner proposes scale
consistency to constrain depth estimation and a weight mask to address dynamic objects.
However, with the continuous improvement in model accuracy, the parameters of the
models range from tens of millions to more than 100 M, which is computationally expensive
for resource-limited and low-cost edge devices. Therefore, considering the memory, com-
putational capability, and power consumption of devices, as well as the needs of real-time
applications, model compression becomes essential. The prevailing model compression
methods include quantization [11], pruning [12], parameter sharing, and knowledge distil-
lation [13]. As an unsupervised depth estimation distillation task, Kundu et al. [14] distill
information between three computer vision (CV) tasks, i.e., monocular-depth, semantic-
segmentation, and surface-normal. This cross-task distillation focuses on the collaborative
training between tasks, rather than the compression of parameters and computation. To the
best of our knowledge, little work is performed on unsupervised depth model distillation.
Inspired by Liu et al. [15], we use the strategy of knowledge distillation, which contains
pixel-wise loss, pair-wise loss, and holistic loss, to distill depth information from the
unsupervised teacher model, thereby generating a lightweight student model in this paper.
Due to the lack of ground truth and considering the limitation of unsupervised learning,
we propose two assisted modules to further improve the performance of the student depth
network. One is a pose network, which is widely used in unsupervised depth models,
the other is Transformer [16], which can better capture holistic information compared
to CNN, to improve the performance of the discriminator of the Generative Adversarial
Network (GAN). Our aim is to compress the student network while maintaining reasonable
accuracy. In order to evaluate our framework, we trained and tested our model on the
widely used NYUD-V2 dataset [17], and achieved state-of-the-art (SOTA) results in the
unsupervised distillation field. In addition, the inference time of the lightweight monocular
depth network was also evaluated, aiming at real-time performance on lower-cost devices.
The main contributions of this paper are as follows:

—  Explore knowledge distillation of dense depth estimation networks in the absence of
depth ground truth.

— Introduce the idea of a pose network into the student network to construct photometric
loss, and Transformer as the discriminator of a GAN to capture holistic information.

—  Our model achieves SOTA performance for lightweight self-supervised depth estima-
tion models on the publicly available NYUD-V2 dataset.

— The model size and the computational complexity of the distilled depth module only
account for 22.8% and 4.8% of those from the original depth module, respectively. The
inference speed of the compact network has increased by 532%.

2. Related Works
2.1. Unsupervised Depth Estimation

The core idea of unsupervised depth estimation is to reconstruct the subsequent image
based on the previous image, the depth information, and pose transformation. The model
is converged by minimizing the differences between the reconstructed and real images.
The types of approaches can be divided into stereo pairs reconstruction and monocular
sequences reconstruction. For self-supervised stereo training, Xie et al. [18] first proposed
such a framework to predict discretized depth. Garg et al. [19] extended this work to con-
tinuous depth information, and Godard et al. [20] introduced left-right depth consistency
to improve performance. For self-supervised monocular training, Zhou et al. [8] proposed
a framework that contains a depth module and a pose module and used the photometric
loss between consecutive frames as a constraint. Following this work, subsequent studies
proposed further modifications to improve performance, such as different loss terms [10,21]
and a better backbone [22]. Bian et al. [10] employed temporal frames depth consistency loss
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to force the depth consistency between consecutive frames. Yin et al. [21] and Zou et al. [23]
used other flow information to encourage cross-task consistency between dense depth and
optical flow. Godard et al. [9] proposed minimum reprojection loss to handle occlusions, a
full-resolution multi-scale sampling method to reduce visual artifacts, and auto-masking
loss to ignore pixels that violate camera motion assumptions. In view of the sharp change
of depth and the difficulty of rotating pose estimation, Ji et al. [22] proposed a depth
factorization module and a residual pose estimation module to address the problem.

2.2. Knowledge Distillation

The purpose of knowledge distillation [13] is to transfer knowledge from a dense
model (Teacher Net) to a compact model (Student Net). This method can play an im-
portant role in the practical deployment and application of large models. It has been
applied in image classification by using the class probability distribution (also known
as soft targets) [13,24,25] output from the teacher network to train the student network.
In this way, the relations between classes can be transferred to the compact model. In
addition, Zagoruyko et al. [26] and Romero et al. [27] explored transferring related implicit
information via intermediate feature maps. For the distillation of dense prediction tasks,
Li et al. [28] acquired a lightweight model using a two-stage Faster-RCNN [29] in an object
detection task. This work computed the difference in feature maps between the dense and
compact networks at the pixel level. Xie et al. [30] aimed at semantic segmentation, with
the class probabilities of each pixel and center-surrounding difference of labels of each
local patch as supervision. Further, Liu et al. [15] proposed a universal strategy that can be
used in all dense prediction tasks. The strategy contains pixel-wise distillation, pair-wise
distillation at the structural level, and holistic distillation at the high-order cue level. This
strategy is also regarded as our model’s baseline.

2.3. GAN and Transformer

GAN [31] consists of two main modules, the generator, and the discriminator. The
discriminator should distinguish the real sample from the generated sample as much as
possible after training, and the goal of the generator is to produce the generated sample
with the smallest difference from the real sample, thereby deceiving the discriminator’s
recognition ability. GANs are widely used in text generation [32,33], style transfer [34], im-
age synthesis [31,35], etc. The idea of GAN can also be used in human pose estimation [36]
and semantic segmentation [37].

Transformer [16] has drawn tremendous attention in the past few years. It uses a
self-attention mechanism to replace the traditional CNN and RNN modes. In the early
days, Transformer was utilized for NLP tasks [38—40]. Transformer’s breakthrough in the
NLP field also inspired researchers in the field of computer vision. A series of models
have employed Transformer to deal with CV tasks, such as ViT [41] to handle image
classification, DETR [42] to deal with object detection tasks, SETR [43] to deal with semantic
segmentation, and TransGAN [44] to handle adversarial training. This paper intends to
employ Transformer as the discriminator module to assist model training.

3. Method
3.1. Overview

This section describes the unsupervised depth estimation distillation framework. This
framework takes a single RGB image as input and produces a dense depth map. The details
of our model are shown in Figure 1. In order to achieve unsupervised monocular depth
prediction distillation, we follow Liu et al. [15] and propose a dense prediction distillation
strategy. This strategy adopts pixel-wise similarity produced by outputs of the teacher
and student networks, structured pair-wise similarity produced by intermediate feature
maps, and holistic similarity produced by a CNN adversarial module, and generates
an integrated loss function based on these similarities. In addition to these elements,
Liu et al. [15] also employ the ground truth of related CV tasks. In this work, we abandon
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the ground truth module and regard the rest of the framework in [15] as our baseline model.
Moreover, we introduce a pose network as an extra module to assist the convergence of
the student network. Although the pose network is commonly seen in self-supervised
monocular depth estimation models to produce photometric difference as supervision, no
such design has been reported for the student net during distillation. Following this, the
idea of GAN [15,31] is retained, and we replace the traditional CNN with Transformer [16]
as the discriminator, considering its advantages in regard to global information capturing
and training parallelism.
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Figure 1. Overview of the LUMDE architecture. Baseline results are generated by the knowledge dis-
tillation module with pixel-wise loss, pair-wise loss, and holistic loss (CNN discriminator). PoseNet
is further incorporated into the student network to improve model performance during training, and
Transformer is adopted to replace CNN as the discriminator in the GAN.

As is shown in Figure 1, our framework is composed of three main blocks: a Knowl-
edge Distillation module, a Pose Network module, and a Transformer module. Trans-
former [16] is employed as the discriminator of GAN [15,31]. At the same time, the student
network is regarded as the generator to produce fake samples, while the outputs of the
teacher network are real samples. More detailed descriptions of these blocks are given in
the following three sections.

3.2. Preliminaries

The current Knowledge Distillation Network is based on [15], which deals with dense
prediction CV tasks such as semantic segmentation, object detection, and depth estimation.
We adopt the ideas of pixel-wise loss, pair-wise loss, and holistic loss contained in the
previous work.

Pixel-Wise Distillation. In the original paper [15], the task is semantic segmentation,
which outputs the probability distribution of different classes for the teacher and student
networks. The loss design in the previous paper is not suitable for estimating depth that is
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spatially continuous, so, in this paper, we calculate the difference between the depth maps
from the teacher and student networks with the loss function defined as follows:

L (- di)”

L,i(S) = TWxH 1
where R represents all the depth map pixels, d! and d5 denote the depth value of the ith pixel
from the teacher network and student network, respectively, W and H denote the width and
height of the depth map, respectively, and S indicates that the loss is used to update the
parameters of the student module. The pixel-wise loss term is shown as L,; in Figure 1.

Pair-Wise Distillation. In addition to the straightforward difference between the depth
maps at the pixel level, pair-wise loss is also applied in our model. This loss pays more
attention to the structural similarity between intermediate feature maps produced by the
teacher and student networks. In this part, two hyperparameters, i.e., connection range
« and granularity 3, are defined to represent the range on the maps we used to calculate
the structure. Assuming the dimensions of the feature map are W' x H' x C, the feature
map can be transformed to an affinity graph for further comparison. Each pixel on the
affinity map is aggregated by B pixels in the spatial local patch of the feature map, and we
only consider structural similarity on the top-a close pixels, i.e., the affinity map contains
W' x H'/B pixels and (W' x H'/B) x a range connections. The aggregation method is
average pooling. If we assume f; (dimension is 1 x C) represents the ith pixel of the affinity
map, alt-j and als-j represent the structural similarity between the ith pixel and jth pixel of
the teacher module and student module, respectively. The functions used to describe the
discrepancy between the feature maps in the two modules can be defined as follows:

fTf,
= L) 2
= Wil < 1T,) @)
B .
bolS) = 7 i g, 2 (5~ ) ©

where R’ denotes the pixel set of the affinity graph. According to the experiment in [15],
B =2x2anda = W x H'/B. S indicates that the loss is used to update the student
module parameters. The pair-wise loss term is shown as L, in Figure 1.

Holistic Distillation. Another strategy that we integrate into our framework is holistic
distillation. This part can map the depth graphs generated from the teacher and student mod-
ules to high-order space and compute their holistic loss. Specifically, the original paper [15]
employs a traditional self-attention CNN as a discriminator of a GAN and treats the outputs
of the student and teacher net as fake and real samples, respectively. If the fake and real
samples are represented as D and D', the holistic loss function can be written as follows:

Lyo(D) = D(D*|I) — D(D'|I) )

where D(-) is the embedding network, i.e., the discriminator in the GAN. The depth maps
D! and D® from the teacher and student networks can concatenate with the color image
I and then be regarded as the inputs of the discriminator. The module is composed of
two self-attention layers with four convolution blocks, and it can project the concatenated
input to a high-order embedding score. D indicates that the loss is used to update the
discriminator module parameters. As can be seen from the formula, the discriminator is
updated to generate lower embedding scores from the compact network (student) and
higher embedding scores from the dense network (teacher). In this training process, the
discriminator gets smarter to distinguish fake samples from real ones. For the student net,
the holistic loss can be defined as follows:

Lpo(S) = =D(D*|I) ©)
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This loss can update the student module parameters by maximizing the scores gener-
ated by the discriminator. The training process contains two steps:

1. Fix the student module parameters; minimize the Ly, (D) to train the discriminator so
that the module has enough capacity to recognize the fake and real samples.

2. Fix the discriminator parameters; use the L;,(S) along with other loss terms to train
the compact network, thus generating high-quality depth maps.

By iterating the above two steps, the adversarial training generates a compact module
with better convergence.
The above three loss terms are regarded as our baseline.

3.3. Pose-Assisted Network

There is little research on unsupervised depth model distillation. Inspired by the
previous unsupervised depth estimation networks, we integrate a pose network [8] into the
student network to improve the performance of the baseline network. This module can be
trained to predict the relative pose between consecutive frames and the pose information
can be utilized to construct the photometric reprojection error. In our framework, it is used
to assist the convergence of the student depth network and is only employed in the training
stage. This module needs two consecutive frames as input, which is different from the
above distillation part, where a single color image is enough. We address this problem by
loading 12 images per batch, which means the batch size is 12 for the distillation part, but
half for the pose module.

Just asin [8,9], T;_,y is defined as the relative pose for source image I, with respect to
target image I;. The reprojected image from I can be written as follows:

Ly = Iy (proj(Dt, Ty, K)) (6)

where D; is the depth map of I;, K is the intrinsic parameters of the camera lens, proj()
denotes the resulting 2D coordinates of projected Dy in Iy, and the angle bracket represents
the sampling operator for the sake of aligning image size. With the target image I; and
synthesized image Iy_,;, the photometric reprojection loss can be calculated as follows:

Ly = (5= SSIMU(p) oo (p) + (= 0llh(p) o) @)
pe

where a = 0.85, and L, is in the form of an L1 norm that is robust to outliers, SSIM [45]
estimates the pixel-wise similarity, and V represents the valid pixels that are reprojected
from I to I; plane.

In addition, we can add another constraint between the two consecutive frames.
Because of the widespread geometry inconsistency in depth estimation, we enforce the
consistency of the consecutive depth maps [10] by minimizing Lgc. According to the pose
information from the pose net, we can warp the source image depth to the target image
plane, named Dy ;. If we define depth inconsistency for each pixel p as:

) _ |De(p) — Dyt (p)|
Pt = D, (o) + Do(p) ©

Then the geometry consistency loss for each depth map can be defined as follows:

1
Loc =+ Y Duifs(p) )
pev

We use the sum of corresponding depths to normalize the depth inconsistency, thus
avoiding the discrepancy in distribution. For pixels of dynamic objects and occlusions,
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Dgiff(p) shows an unreasonable value. Therefore, we can use a weight mask M to weigh
Ly, thereby reducing the side effect from these pixels, i.e.

M =1 Dyyy (10)
LY = 2% (M(p)Ly(p)) )
peVv

Normally, edge-aware smoothness [20] can ensure that the smoothness is guided by
the edge of the images. The smoothness loss is defined as follows:

L= Y (e V4. vD,(p))’ (12)
P

where V denotes the first derivative along the X and Y directions.

3.4. Transformer Adversarial Network

Recently, Transformer has been widely used in CV tasks. Jiang et al. [44] tried to
utilize Transformer to construct a GAN network. As was discussed above, in this work,
the holistic distillation contains the adversarial training. However, the framework used
previously is a traditional CNN. For the discriminator, the holistic information must be
captured to distinguish samples. Considering that Transformer can pay more attention to
the global information of images, it is expected to be more suitable to acquire global cues
than a traditional CNN network. Based on this assumption, we introduce Transformer as
the discriminator of the adversarial training to replace the self-attention CNN module, as
shown in Figure 1. We concatenate the input RGB image and depth graph to form a feature
map and send this to the Transformer discriminator. The loss functions in the training are
as follows:

Li 1o(T) = T(D®|I) = T(D'|I) (13)

and
Li_1o(S) = —T(D*|1) (14)

where T denotes the Transformer discriminator module. Other symbols are the same as
those in the holistic distillation shown in Equations (4) and (5).

3.5. Pipeline of the Current Network

The pipeline of this paper consists of a Knowledge Distillation Module, which contains
pixel-wise distillation and pair-wise distillation, a Pose Assisted Module that can construct
photometric loss to further improve the performance of the compact network, and a
Transformer Adversarial Module that can capture global cues to converge the student
network to the teacher network. The total loss function used to update the student network
is as follows:

L(S) = A1Lpi(S) + A2Lpa(S) + AsLp' + AsLge + AsLs + AgLy—po(S) (15)

and it consists of the loss terms from the above three modules. The hypermeters to weigh the
loss terms are empirically setas Ay =10, A, =1, A3 =1, Ay =05, A5 =0.1, and Ag = 1.
LQA, Lgc, and L are not only used in (S) because these losses also need to update the pose
module parameters at the same time.

4. Experiments
The experimental work in this research contains the following three aspects:

(1) Choosing the best student network backbone to balance prediction accuracy and compu-
tational cost. The backbone is selected from the most widely used lightweight networks;
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(2) An ablation study of our further improvements over the baseline model. We assume
that the baseline performance is produced by the knowledge distillation strategy
including pixel-wise, pair-wise, and holistic distillation;

(3)  The inference efficiency on medium- and low-speed computing equipment was evaluated.

4.1. Training Details

The experiments were performed on the NYUD-V2 dataset [17]. This dataset contains
464 video sequences of indoor scenes, of which, 335 scenes are used for training (302)
and validation (33). We also use an officially provided dataset that contains 654 labeled
images for testing. Following the pre-processing method in [46], we can reduce the rotation
pose effect and change of depth range in the indoor dataset to a certain extent. Finally,
67,735 image pairs were selected for network training and we resized these images to
320 x 256. The batch size we used is 6 pairs for the pose net, i.e., 12 single images for the
Knowledge Distillation Network, and the training epoch is 30. Training time is about 70 h
on one 32G Nyvidia Tesla V100.

In addition, we performed some experiments on traffic scenes for qualitative compar-
ison. The dataset is from KITTI [47], which contains 11,504 images, and the images are
resized to 1024 x 320 for the convenience of training.

4.2. Selection of Teacher and Student Network

Both SC-SfMLearner [10] and Monodepth?2 [9] were evaluated in this study to deter-
mine the most suitable teacher network. The relative performance of the two models is
presented in Table 1. It can be seen that SC-SfMLearner has a better depth performance
than Monodepth2. The backbone of SC-SfMLearner is ResNet18 [48], and the parameters
are updated from ImageNet pre-trained weights.

Table 1. Selection of teacher and student network.

Error | Model Size
Type Method Pretrain Complexit
AbsRel Log10 RMS (Depth) prextly
4 0.156 0.066 0.561
Teacher Monodepth2 [9] o 0.181 0.075 0637 14.84 M 5.36 GMac/10.7 GFlops
Network v 0.148 0.062 0.545
SC-SfMLearner [10] Ny 0.170 0.072 0.603 14.84 M 5.36 GMac/10.7 GFlops
MobileNet V1 [49] X No Convergence None
. v 0.169 0.071 0.589
MobileNet V2 [50] y 0194 0.080 0.660 3.62M 688.7 MMac/1.35 GFlops
MobileNet V3 (small) [51] \></ 8}22 ggg? ggg; 3.38M 255.59 MMac/507.26 MFlops
Student ' . ’
. = Vv No Convergence
Network  MobileNet V3 (large) [51] y 0183 0.076 0.634 6.33 M 620 MMac/1.21 GFlops
v No Convergence
ShuffleNet V2 (0.5) [52] Y 0193 0.080 0.663 4.03M 790 MMac/1.55 GFlops
v No Convergence
ShuffleNet V2 (1.0) [52] Y 0186 0.078 0.642 579 M 1.15 GMac/2.30 GFlops

Note: The lowest error, parameter size, and computational complexity are marked in bold. Pretrain denotes
adopting ImageNet pre-trained weights. The model size of the DepthNet includes the backbone encoder and
decoder. M denotes a million parameters. Mac and Flops both denote the floating-point computation.

For the student network, several widely used lightweight backbones were tested on
our baseline to explore the best student module, including the MobileNet series [49-51]
and ShuffleNet series [52]. Our selection criterion is the trade-off between model size and
accuracy. The experiments were performed on the baseline model by changing the backbone
of the student DepthNet. The depth estimation performance was quantitatively evaluated
with AbsRel, Log10, and RMS errors, as shown in Table 1. It was found that some student
backbones fail to converge. MobileNet V3 (small) [51] outperforms the other backbones,
probably due to the fact that it combines depth-wise separable convolution in MobileNet
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V1 [49] and inverted residuals, and the linear bottleneck in MobileNet V2 [50], and network
configuration and parameters are explored by utilizing Neural Architecture Search (NAS) [53].

The size and complexity of the converged models are also summarized in Table 1. We
found that MobileNet V3 (small) [51] has the smallest model size and best accuracy, so
this backbone was adopted in the current LUMDE model. If we assume that & denotes
the parameters or computational complexity of original model M, while a* denotes the
parameters or computational complexity of the compressed model M*, then we can define

compression ratio R as follows:
o

R(M, M") = = (16)
The compression ratios of our final depth module over the teacher network are 4.4 for
parameters and 21.0 for computational complexity, respectively. This means we can save 77.2%

of memory space and 95.2% of computational power compared with the original network.

4.3. Ablation Study

With SC-SfMLearner as the teacher network and MobileNet V3 (small) as the opti-
mized backbone of the student network, we first did an ablation study on the losses of
baseline, i.e., pixel-wise loss, pair-wise loss, and holistic loss. The results are shown in
Table 2. It was found that the combination of the three loss functions can generate the best
performance, which is consistent with the original paper [15]. Therefore, we regard the
combination of three losses as baseline and explore potential improvements on this.

Table 2. Ablation study of baseline.

Error | Accuracy 1
Losses
AbsRel Logl0 RMS d1 62 3
L(pa) 0.333 0.128 1.007 0.506 0.777 0.903
L(pi) 0.164 0.069 0.583 0.769 0.941 0.983
L(ho) 0.306 0.121 0.955 0.525 0.799 0.918
L(pa) + L(pi) 0.163 0.069 0.583 0.769 0.941 0.983
L(pa) + L(ho) 0.321 0.123 0.978 0.522 0.789 0.909
L(pi) + L(ho) 0.163 0.069 0.582 0.768 0.941 0.983
L(pa) + L(pi) + L(ho) 0.163 0.068 0.581 0.769 0.940 0.983

We also did an ablation study on the loss functions of the PoseNet, i.e., Ly, LQA,

and Lgc. This experiment was performed in SC-SfMLearner. We did not perform an
ablation assessment of the smoothness loss because many previous works [9,10,22] have
validated the effectiveness of this approach and used it by default without ablation. The
results are shown in Table 3. We find that the combination of Lﬁ/f and Lgc is a better choice.
Therefore, the following ablation study of the PoseNet module was performed upon the
combination of L;,VI, Lgc, and Lg.

Table 3. Ablation study of PoseNet losses.

Error | Accuracy T
Losses
AbsRel Log10 RMS o1 62 3

L(P) 0.158 0.073 0.569 0.778 0.940 0.983
L(PM) 0.155 0.071 0.562 0.791 0.943 0.983
L(GC) 0.319 0.118 0.938 0.539 0.808 0.919
L) + L(GC) 0.155 0.065 0.559 0.796 0.943 0.982
LPM) + L(GC) 0.148 0.062 0.545 0.803 0.948 0.985

Moreover, we further performed an ablation study to explore potential improvements
on the baseline. In the first ablation study, the PoseNet was added to the baseline to assist
the convergence of the student depth network. In the second ablation study, Transformer
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was incorporated into the baseline to capture global image information. In the third
ablation study, both PoseNet and Transformer are added into the framework to incorporate
the advantages of both modules. The results are shown in Table 4. It can be seen that
the integration of PoseNet and Transformer can improve the performance of the student
depth network. For baseline, the indicators increase by 10.1%, 9.7%, and 6.6% on AbsRel,
Log10, and RMS errors, and decrease by 4.2%, 0.8%, and 0.2% on 41, 62, and 43 accuracies
compared with the performance of the teacher network. For LUMDE, the indicators
increase by 6.7%, 8.1%, and 3.7% on AbsRel, Log10, and RMS errors, and decrease by 2.6%,
0.5%, and 0.1% on 41, 62, and 43 accuracies.

Table 4. Ablation study of different model combinations.

Error | Accuracy T
Method AbsRel Log10 RMS o1 62 o3
Teacher Network 0.148 0.062 0.545 0.803 0.948 0.985
Student Network (Baseline) 0.163 0.068 0.581 0.769 0.940 0.983
Performance 110.1% 19.7% 16.6% 1 4.2% 4 0.8% 1 0.2%
Baseline + PoseNet 0.160 0.067 0.575 0.775 0.942 0.984
Baseline + Transformer 0.161 0.068 0.577 0.773 0.942 0.984
T?;:g;; rP (OLSSI;AIE]SE) 0.158 0.067 0.565 0.782 0.943 0.984
Performance 16.7% 1 8.1% 13.7% 12.6% 4 0.5% 1 0.1%

It is also useful to evaluate the significance of knowledge distillation in this study. This
can be achieved by investigating whether a lightweight depth model can be acquired by sim-
ply replacing the backbone of the Teacher Network (SC-SfMLearner) with the lightweight
backbone used in this study. Therefore, we replaced the depth network backbone of SC-
SfMLearner with MobileNet V3 (small) and trained the framework with the traditional
self-supervised training method. The results are shown in Table 5. Although utilizing the
same pose network and training details as with SC-SfMLearner, the performance of the
teacher network with a lightweight backbone is significantly worse than LUMDE. This
evaluation validates the effectiveness of knowledge distillation in the current study.

Table 5. Comparison between LUMDE and student network without KD.

Method Error ¢
AbsRel Log10 RMS
Teacher Network 0.148 0.062 0.545
LUMDE 0.158 0.067 0.565
Student Network w/o KD 0.185 0.076 0.635

The qualitative depth maps are shown in Figure 2. It can be seen that the performance
of the teacher network is closest to the ground truth, which is consistent with the quantita-
tive results in Table 4. In addition, compared with the baseline depth graphs, our optimized
network (LUMDE) presents better prediction capacity on the outlines of objects, and the
baseline results are somewhat hazy in some areas.
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Figure 2. Qualitative comparison of depth ground truth, depth from teacher network, baseline, and
LUMBDE of indoor scenes, with RGB images shown in the first column.

In addition, we compared our work with previous unsupervised approaches in Ta-
ble 6. It can be seen in Table 6 that our model achieves SOTA results in unsupervised
depth distillation with a quite low parameter size. The accuracy was also significantly
increased compared with Kundu et al. [14]. In addition, the performance of LUMDE is
quite competitive compared with a dense unsupervised network.

Table 6. Comparison with previous unsupervised work.

Error | Accuracy T .
Type Method Model Size

AbsRel Log10 RMS 61 52 d3 (Depth)
Zhao et al. [54] 0.189 0.079 0.686 0.701 0.912 0.978 -

/oKD Godard et al. [9] 0.160 - 0.601 0.767 0.949 0.988 14.84M

w7o Bian et al. [46] 0.147 0.062 0.536 0.804 0.950 0.986 14.84M
Pan Ji et al. [22] 0.134 - 0.526 0.823 0.958 0.989 -
/KD Kundu et al. [14] 0.175 0.065 0.673 0.783 0.920 0.984 -

w LUMDE 0.158 0.067 0.565 0.782 0.943 0.984 3.38M

Note: w/0 KD means without using knowledge distillation; w/KD means utilizing knowledge distillation.
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Finally, to evaluate the performance of the proposed LUMDE model on outdoor scenarios,
we have also trained the model on the KITTI dataset, and made some qualitative comparisons
on outdoor traffic scenes, as shown in Figure 3. It can be seen that the teacher network
generates the best results. At the same time, the performance of LUMDE approaches that of
the teacher net and is much better than that of the baseline network. This indicates that the
proposed LUMDE model is applicable under both indoor and outdoor conditions.

- \ -__- _ | .__r

_ |

(a)RGB (b)GT (¢)Teacher (d)Baseline (e)LUMDE

Time (ms)

Figure 3. Qualitative comparison of depth ground truth, depth from teacher network, baseline, and
LUMDE about outdoor traffic scenes, with RGB images shown in the first column.

4.4. Inference Efficiency

We tested our inference efficiency on both a CPU and GPU, as shown in Figure 4a,b.
It can be seen that even on a CPU, our model can reach 36ms (27.8 FPS) compared with
228 ms (4.4 FPS) for the teacher net without pre- & post-processing. If we consider the pre-
& post-processing, our compact network can also achieve 52 ms (19.2 FPS) on an Nvidia
GeForce MX330 GPU. Pre- & post-processing refers to necessary procedures for inference
such as image resizing, read & write, and coloring.

140 - C] ~ 140
Time {

L I Time =
_— s

— B s

Time (ms)

120 |-

120

100

80

60

60

40

"IH | S

’Z.HIH -

SC-SfMLearner LUMDE SC-SfMLearner LUMDE SC-SfMLearner LUMDE SC-SfMLearner LUMDE

w / Pre & Post-processing w /0 Pre & Post-processing w/ Pre & Post-processing w/ 0 Pre & Post-processing

@) (b)

Figure 4. (a) Inference efficiency on an i5 core CPU; (b) Inference efficiency on an Nvidia
GeForce MX330 GPU. In the inference stage, only the DepthNet is used to test inference effi-
ciency. Pre- & post-processing refer to the necessary procedures for inference such as image resizing,
read & write, and coloring. Image size is 640 x 320.
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5. Conclusions

This work proposed a lightweight unsupervised monocular depth estimation network
(LUMDE) achieved by knowledge distillation. The whole framework uses SC-SfMLearner
as the teacher net, MobileNet V3 (small) as the backbone of the student net, and further
incorporated a pose net and Transformer into the baseline distillation network to optimize
the model’s performance. Experimental results show that it is possible to significantly
reduce the model size and computational complexity, while still retaining SOTA accuracy.
Major contributions of this paper include: (1) a suitable student backbone was selected for
the compressed depth estimation network; (2) introducing a pose network and Transformer
to further improve the performance of the compressed network; (3) SOTA results in self-
supervised depth estimation model distillation, i.e., 0.158 on AbsRel error and 0.782 on
01 accuracy; (4) 95.2% computational compression, 77.2% parameters compression, and
real-time inference speed.
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