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#### Abstract

The rapid development of urban intelligence has turned intelligent transport system (ITS) development into a primary goal of traffic management. Automated license plate recognition (ALPR) for moving vehicles is a core aspect of ITS. Most ALPR systems send images back to a server for license plate recognition. To reduce delays and bandwidth use during image transmission, this study proposes an edge-AI-based real-time ALPR (ER-ALPR) system, in which an AGX XAVIER embedded system is embedded on the edge of a camera to achieve real-time image input to an AGX edge device and to enable real-time automatic license plate character recognition. To assess license plate characters and styles in a realistic setting, the proposed ER-ALPR system applies the following approaches: (1) image preprocessing; (2) You Only Look Once v4-Tiny (YOLOv4-Tiny) for license plate frame detection; (3) virtual judgment line for determining whether a license plate frame has passed; (4) the proposed modified YOLOv4 (M-YOLOv4) for license plate character recognition; and (5) a logic auxiliary judgment system for improving license plate recognition accuracy. We tested the proposed ER-ALPR system in selected real-life test environments in Taiwan. In experiments, the proposed ER-ALPR system achieved license plate character recognition rates of $97 \%$ and $95 \%$ in the day and at night, respectively. Through the AGX system, the proposed ER-ALPR system achieves a high recognition rate at a low computational cost.
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## 1. Introduction

Governments worldwide are rushing to integrate artificial intelligence (AI) technology into urban management. In particular, large cities have many cars on their roads, and vehicle management automated license plate recognition (ALPR) systems have been developed to manage this traffic. Many ALPR systems incorporate information technology in urban settings; these technologies include interval speed tracking [1,2], unmanned parking lot management [3], and roadside illegal traffic enforcement [4].

Existing ALPR systems can be divided into two main categories, namely multi- and single-stage methods. Most existing ALPR systems employ the multi-stage method, which is divided into three main stages as follows: (1) location of license plate, (2) character segmentation, and (3) identification of license plate characters [5]. Each step employs different image processing or machine learning methods. A single-stage method uses deep learning technology to locate and recognize a license plate. In a traditional ALPR system, the multi-stage method uses techniques such as binarization [6], edge detection, character detection, texture detection, color detection, template matching technology, and feature extraction [7]. However, the aforementioned techniques are easily affected by environmental factors such as license plate tilt, blurring, and lighting-related changes [8]. Compared with the multi-stage method, the single-stage method is less affected by the environment and provides better recognition accuracy.

ALPR systems usually use image binarization or grayscale to locate candidate license plates and characters, after which manual methods are applied for feature extraction and traditional machine learning methods are employed for character classification [7]. With the recent development of deep learning, numerous studies have adopted the convolutional neural network (CNN) for license plate recognition because of its high accuracy with respect to general object detection and recognition [9,10]. Selmi et al. [11] used a series of preprocessing methods (based on morphological operators, Gaussian filtering, edge detection, and geometrical analysis) to locate license plates and characters. Subsequently, they used two different CNNs to: (1) group a set of license plate candidates for each image into a single positive sample; and (2) recognize license plate characters. In this method, a single license plate is processed for each image, and the resulting distortion of a license plate is primarily caused by poor lighting conditions. Laroca et al. [12] proposed the use of a CNN for training and fine-tuning each ALPR stage, such that the system remains robust even under dynamic conditions (e.g., different cameras, lighting, and backgrounds); in particular, this strategy allows for a good recognition rate to be obtained in character segmentation and recognition.

License plate styles, sorting rules, and compositions of license plate characters differ between countries. When real-time image recognition is applied to traffic, blurred images due to vehicle movement are captured. Generally, public data sets mostly contain static images of parking lots; therefore, they cannot be used for training. Variations in style and weather increase the difficulty of collecting data. Han et al. [4] used a generative adversarial network to generate multiple license plate images. Their You Only Look Once V2 (YOLOv2) [13] performed well on a generated synthetic data set. To address the challenges posed by changing scenery and differently styled license plates, the recognition accuracy of image preprocessing technology should be improved. In machine vision, which is a character recognition technology, comparisons with color or grayscale images are conducted to enable the binarization method to more easily separate the pixels belonging to license plate characters in an image. However, even with an enhanced image function, a single threshold is still difficult to obtain. To solve this problem, Niblack [14] proposed the application of an adaptive binarization technology.

Most ALPR systems still use network connection servers or cloud infrastructure for image recognition. Edge AI involves the installation of embedded systems directly on the edge to avoid the use of complex centralized AI systems [15], such as Raspberry Pi Pico (RPI), Jetson AGX Xavier (AGX), and JETSON TX2. Compared with methods that involve the sending of images back to a server or the cloud, Edge AI saves many images that occupy bandwidth during transmission, reduces image transmission delays [16], and increases capability in terms of frames-per-second (FPS) during execution. When a computer is installed on the edge, it can also directly connect to a camera without using a network. An embedded system is cost-efficient, easy to disassemble and assemble, and small in size.

For real-time images, dozens of frames are combined every second. The key task is to determine the correlation between a frame and subsequent frames. Wojke et al. [17] proposed a simple, online, and real-time tracking (SORT) algorithm that uses the Hungarian algorithm to perform Kalman filtering frame by frame in image space. In the SORT algorithm, Intersection over Union (IoU) is used as the basis for association. Objects are numbered and labeled to enable the tracking of objects. Different solutions are applied based on the given situation. In a study on road real-time image license plate recognition, the reduction of recognition time and increase of model recognition rate are highly crucial points that designers aim to improve on $[18,19]$.

In the present study, an edge-AI-based real-time automated license plate recognition (ER-ALPR) system is proposed. This system incorporates an AGX XAVIER embedded system that is installed on the edge of a camera to achieve real-time image input to an AGX edge device and to enable real-time automatic license plate character recognition. The major contributions of this study are as follows:
(1) An embedded system is embedded on the edge of a camera to enable real-time automatic license plate character recognition.
(2) You Only Look Once v4-Tiny (YOLOv4-Tiny) is used to detect the license plate frame of a car.
(3) A virtual judgment line is used to determine whether a license plate frame has passed the judgment line.
(4) A modified YOLOv 4 (M-YOLOv4) for recognizing license plate characters is proposed.
(5) A logic auxiliary judgment system for improving the accuracy of license plate recognition is proposed.
The present study is organized as follows. Section 2 describes the proposed approach, Section 3 discusses the experimental results, and Section 4 provides the conclusions and future research directions.

## 2. Materials and Methods

Most ALPR systems return images to a server for license plate character recognition. To reduce delays and bandwidth use during image transmission, an ER-ALPR system is proposed in this study. This section introduces the flow of the ER-ALPR system and its related hardware. In addition, the system's license plate detection approach, license plate character recognition approach, and logic auxiliary judgment system are also described in this section.

### 2.1. Flow of Proposed ER-ALPR System

A flow chart of the proposed ER-ALPR system is presented in Figure 1. Specifically, the ER-ALPR system first sets the virtual license plate judgment line and subsequently acquires images from the camera then performs license plate recognition after image processing in each frame. Next, the latest license plate distance change is calculated to determine whether a license plate has passed the judgment line. Once a license plate passes the judgment line, the entire image is used for license plate character recognition, and only the license plate character recognition results obtained in the license plate frame position are used. Thereafter, the license plate character recognition results are used to determine whether the license plate rules are consistent. In addition, the auxiliary judgment of character logic is used to verify whether a license plate meets the standard formats. Finally, the recognition results are obtained. Moreover, YOLOv4-Tiny model as a one-stage model is able to detect multiple objects at a time which means it is possible to detect multiple license plate frames in one image. Furthermore, a virtual judgment line checks whether a license plate frame has passed a specific area which means license plate character recognition can be performed in order and will not reidentify the license plate.

### 2.2. Hardware Specification of Edge Embedded System

In the present study, JETSON AGX XAVIER is used as the edge embedded system because of its small size and energy-saving feature. It also provides a greater temperature range for applications at the edge. The system was run on a $100 \times 87 \mathrm{~mm}^{2}$ computer powered by a 512-Core NVIDIA Volta GPU with Tensor Cores and an 8-Core ARM v8.2 64-Bit CPU with 8 MB of L2 cache and 4 MB of L3 cache (Nvidia Corporation, CA, USA). The development kit uses low-power double-data-rate synchronous dynamic random access memory (DDR SDRAM, Samsung Corporation, Seoul, Korea) and runs ubuntu18.04 as the operating system (Canonical Ltd., London, UK). The camera supports a maximum resolution of $1920 \times 1080$, is equipped with auto focus functionality, and has a maximum frame rate of 60 FPS. Infrared mode is used at night. In addition, a night license plate auxiliary light is applied to ensure that a license plate is sufficiently bright in a night image.


Figure 1. Proposed ER-ALPR system.

### 2.3. Image Preprocessing

The rules governing license plates differ between countries. In the present study, we tested our system by implementing it on roads and license plates in Taiwan. Taiwan's car license plates come in one of six styles: black characters on a white background, green characters on a white background, red characters on a white background, black characters on a yellow background, white characters on a green background, and white characters on a red background. A license plate contains Latin letters (A to Z), Arabic numerals (0 to 9), and the hyphen (-). Among the rules for these six styles, the rules for white characters on a green background and white characters on a red background are almost identical; therefore, we applied image preprocessing to a license plate in the manner as demonstrated in Figure 2. First, an original red-green-blue (i.e., RGB) image (Figure 2a) is converted into an International Commission on Illumination XYZ (CIE XYZ) image [20] and, subsequently, into a blue-green-red (BGR) image (Figure 2b). Next, the BGR image is converted into a grayscale image (Figure 2c). This step converts the colors green and red to black and the colors yellow and white to white. Therefore, through the preprocessing methods, the six license plate formats are converted into two license plate styles, namely black characters on a white background (originally black characters on a white background, green characters on a white background, or red characters on a white background) and white characters on a black background (originally white characters on a green background or white characters on a red background). This strategy addresses the difficulty associated with collecting license plate data sets for an excessive number of license plate color patterns.


Figure 2. Image preprocessing. (a) Original image. (b) Blue-green-red image. (c) Grayscale image.

### 2.4. License Plate Frame Detection and License Plate Character Recognition

This subsection describes the use of YOLOv4-Tiny to detect the license plate frame of a car and the use of a virtual judgment line to determine whether a license plate frame has passed a specific area. An M-YOLOv4 is proposed for recognizing license plate characters. To effectively obtain the characteristic parameters of license plate characters, the present study uses the proposed M-YOLOv4 to recognize license plates. YOLOv4 [21] does not have a fully connected layer, and it is compatible with input images of all sizes. Furthermore, it uses a convolution layer instead of a pooling layer and performs up sampling. Therefore, during the training process, YOLOv4 can effectively prevent information loss. In real-time images, each frame of YOLOv4 is more stable relative to that of YOLOv3; hence, recognition frames are not affected by flickering.

### 2.4.1. License Plate Frame Detection through YOLOv4-Tiny

The colors of license plates in Taiwan represent different car categories and different number arrangements which are able to assist rule judgment; therefore, positional information of a license plate frame is provided by integrating color features into the proposed system. After the completion of image processing, license plates either contain black characters on a white background or white characters on a black background (Figure 2c). A license plate is detected through YOLOv4-Tiny (Figure 3), which is a lightweight network and a simplified version of YOLOv4. YOLOv4-Tiny uses convolutional layers and maximum pooling layers to extract the features of objects; it then uses upsampling and concat layers to fuse the features of the previous layer with the aim of expanding feature information. Subsequently, the license plate detection effect is further improved. In an AGX system, YOLOv4 is executed at a speed of 0.06 to $0.09 \mathrm{~s} /$ frame, whereas YOLOv4-Tiny is executed at a speed of 0.02 to $0.03 \mathrm{~s} /$ frame. In other words, YOLOv4-Tiny is three times as fast as YOLOv4 and achieves an FPS of approximately 36. When a license plate frame passes the virtual license plate judgment line, license plate character recognition is performed more slowly but more accurately.

### 2.4.2. Virtual Judgment Line of License Plate Frame

The correlation between the front and rear images of a real-time image is crucial. The purpose of the virtual judgment line is to determine whether images should be captured for license plate character recognition. Figure 4 illustrates how the distance between the center point of a license plate frame and the virtual judgment line is calculated. If the center point of the license plate frame has not passed and has passed the virtual judgment line, it is represented by the " - " and " + " symbols, respectively. To prevent repeated identification and the recording of the same license plate in each frame, the virtual judgment line allows for only one license plate to be processed at a time.


Figure 3. YOLOv4-Tiny model. The red rectangular represents several modules commonly used in YOLOv4.


Figure 4. Distance (red line) between center point of license plate frame and virtual judgment line (blue line).

### 2.4.3. License Plate Character Recognition through Proposed M-YOLOv4

In deep learning, small and large objects are defined based on the proportions of an object in an image rather than on the size of the object in an image. To avoid any misjudgment of license plate characters or the inclusion of erroneous judgments in the recognition results, two approaches are applied. The first approach retrieves the license plate frame as an image and subsequent application of character recognition for the license plate; the second approach involves the identification of a license plate frame and direct implementation of license plate recognition for a full image. In the first approach, the cut license plate frame turns the characters in the license plate into a large object, which cannot be converged during training through YOLOv4. Therefore, the present study applied the second approach to select only characters within the license plate frame in the full image for recognition. With this strategy, only the characters within a license plate frame are selected
for identification and the proportions of the license plate characters in the image are small. The original YOLOv4 allows for the recognition of license plate characters. However, the characteristics of small objects are lost after the multilayer convolution of the backbone layer is performed. Therefore, in the system of the present study, the original YOLOv4 is modified to improve the recognition of license plate characters. As illustrated in Figure 5, to avoid losing the characteristics of small objects through multiple cross-stage-partial (CSP) layers during training, all Conv + BN + Leaky_relu (CBL) blocks are moved up to form connections with the CSP layer and the final CSP convolutional layer of the original YOLOv4 backbone layer is removed (Figure 5 gray background area). CBL is the smallest component in the YOLOv4 network structure. This modified YOLOv4 model is called MYOLOv4, which performs well in the recognition of license plate characters and is executed as fast as YOLOv4.


Figure 5. Proposed M-YOLOv4 model. ( $\mathrm{a} * \mathrm{~b}$ means that the number of a is b ).
The proposed M-YOLOv4 (Figure 5) comprises several blocks (Figure 6). Conv refers to a convolution layer that serves to slide the convolution kernel over the input image to obtain a feature map. Bn refers to batch normalization, and Mish denotes the activation function. Compared with the commonly used ReLU, Mish has a smoother function and superior generalization ability. Leaky ReLU is an improved activation function that allows ReLU to solve the problem of a gradient disappearing when the input is negative. ADD is the addition of a tensor, and a dimension is not expanded after an addition. Concat is the splicing of a tensor, and a dimension is expanded after splicing. CBM is the smallest component in a YOLOv4 structure, and it comprises Conv, Bn, and Mish. CBL consists of Conv, BN, and Leaky ReLU. Res unit imitates a ResNet model architecture, which comprises CBM, CBM, and ADD, to enable the deeper construction of the model. CSPX imitates the CSPNet model structure, which comprises CBM, Res unit, and Concat.

In addition, for the proposed M-YOLOv4 training process, Distance-based IoU-NonMaximum Suppression (DIoU-NMS) is adopted. DIoU-NMS not only considers the IoU between two object frames but also the distance between the center points of two object frames. The original YOLOv4 produces numerous overlapping recognition frames. Because license plate characters do not overlap, the DIoU-NMS used in the present study is reduced to suppress the overlapping of multiple recognition frames.


Figure 6. Internal block composition of proposed M-YOLOv4.

### 2.5. Logic Auxiliary Judgment System

When license plate characters are recognized, the next step is to verify the accuracy of the recognition results. In the single-stage method, object detection allows for multiple objects to be recognized in a full image. In this scenario, the problems that may occur are as follows. First, an object that is not a license plate character is recognized as a license plate character. Second, an object is a license plate character but is not recognized. Third, an object is a license plate character but contains more than two recognition frames that overlap. Fourth, and finally, an object is a license plate character but is erroneously recognized. In the present study, the $\mathrm{M}-\mathrm{YOLOv} 4$ first completes the recognition of license plate characters and then compares them by applying standard license plate rules to obtain a higher recognition rate.

In Taiwan, license plates use a hyphen as the separation point for the length of all license plates. Only one hyphen appears on a license plate. However, the hyphen mark is easily confused with a stain, which means that a license plate may be recognized to have more than two hyphens. To overcome this problem, the present study also adds several features of the characters on the left and right side of the hyphen as a class for training (Figure 7).
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Figure 7. Use of character features on left and right sides of "-" in the red rectangular as a class for training.

In addition, a common rule is imposed for most national license plates; specifically, license plate characters do not overlap and the spacing between each character is fixed (Figure 8). If characters are not recognized during the license plate recognition process, the positions of recognized license plate characters are used to calculate the spacing between the center points of each character. At the same time, the total average width of the license plate characters is calculated. If the character spacing is greater than the total average character width, the system determines that there are missing characters that must be recognized. The license plate characters on both sides are compared with the frame on both sides of a license plate.


Figure 8. Unrecognized license plate characters. Characters 2 and 4 are missing characters because the character spacing in the red line is greater than the overall average character width.

During the recognition process, a scenario may occur in which more than two recognition frames overlap license plate characters (Figure 9). Because license plate characters do not overlap, the IoU of each license plate character is calculated to determine whether multiple recognition frames have overlapped. When the presence of unrecognized characters or overlapping of multiple recognition frames is detected, recognition failure is established with respect to the recognition results. This approach can improve the credibility of the recognition results.


Figure 9. Overlapping of multiple recognition frames.
The proposed system also has a repair function. Specifically, the system observes a large amount of license plate recognition results to identify relevant rules that are then applied to perform repairs. For example, in Figure 9, the two overlapping recognition frames are " $B$ " and " 8 ." When most of the multiple recognition frames overlap, one of the recognition frames usually contains the correct license plate characters. In Figure 10, all overlapping recognition frames are disassembled. After each character is disassembled, the standard license plate rules are applied. Only reasonable standard license plate rules are selected and applied for repairs to obtain accurate recognition results. If a character is not recognized or the recognition error or only reasonable rule is not identified, then a repair cannot be performed; in this situation, the next image is captured for recognition.


Figure 10. Disassembly of overlapping recognition frames.

## 3. Experimental Results

Most public data sets of license plates contain static images, including those of license plates obtained from parking lots [22]. Therefore, in the present study, a camera with edge AI was set up in the central region of Taiwan to collect license plate and license plate character data for use as training and test data sets. The LY-AN2616D camera embedded system, which uses AGX, is used. Its installation height is approximately 3 m . If the camera height is too high, the license plate characters in captured images become deformed. If the camera height is too low, vehicles on a given lane would be positioned too close to each other in captured images, such that the license plate of the rear vehicle in an image is ignored. Figure 11 illustrates the implementation of the virtual judgment line for license
plate frames. In Figure 11, two virtual judgment lines (i.e., green and red lines) are used for license plate frames. Because more accurate recognition results can be obtained when a frame is closer to the camera, the red virtual judgment line is used in the present study.


Figure 11. Virtual judgment line setting for license plate frames. Two virtual judgment lines (i.e., green and red lines) are used for license plate frames.

### 3.1. Collection of License Plate Data Sets

The training data set comprises the real-time images of two road sections in central Taiwan (specifically, Dapi Road and Guangming Road). The images have a dimension of $704 \times 480$ and were taken under a variety of conditions (i.e., daytime, nighttime, and rain). Almost 2800 license plates were captured in images. License plate characters were divided into 37 categories (A-Z, 0-9, and "-"), and more than 15,000 license plate characters were recognized. The basic details of the license plate character training data set are presented in Table 1.

Table 1. License plate character training data set.

| Location | Time or Condition | Number of License Plates |
| :---: | :---: | :---: |
| Dayi Road | Daytime, nighttime, and rain | 1800 |
| Guangming Road | Daytime, nighttime, and rain | 1000 |

To verify the proposed M-YOLOv4, three evaluation data sets were collected. The first evaluation data set contained 300 images that were taken under daytime and nighttime conditions on Dayi Road and Guangming Road. The second evaluation data set comprised 150 license plate images taken under rainy conditions on Dayi Road and Guangming Road. The third evaluation data set comprised 300 images that were taken under daytime and nighttime conditions on Zhongxing Road; this data set was used to verify the versatility of the proposed approach for other road sections. The basic details of the evaluation data sets are presented in Table 2.

Table 2. Evaluation data set used to verify the proposed approach.

| Location | Time or Condition | Number of License Plates |
| :---: | :---: | :---: |
| Dayi Road/Guangming Road | Daytime and nighttime | 300 |
| Dayi Road/Guangming Road | Rain | 150 |
| Zhongxing Road | Daytime and nighttime | 300 |

### 3.2. Evaluation Results of Proposed M-YOLOv4

To evaluate the output of the model, the category with the highest value in terms of model output (i.e., top-1) was used as the results of the classification. The mean average precision (mAP) [23] was used as the evaluation index. To determine mAP, the average precision (AP) of each category was calculated. The calculation formula is as follows:

$$
\begin{gather*}
\text { Precision }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}}  \tag{1}\\
\text { Recall }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}}  \tag{2}\\
\mathrm{AP}=\int_{0}^{1} \mathrm{p}(\mathrm{r}) \mathrm{dr}  \tag{3}\\
\mathrm{mAP}=\frac{1}{\mathrm{~N}} \sum_{\mathrm{i}=1}^{\mathrm{N}} \mathrm{AP}_{\mathrm{i}} \tag{4}
\end{gather*}
$$

where TP represents the positive samples that are judged as positive, FP represents the negative samples that are judged as negative, FN represents the positive samples that are judged as negative, TN represents the negative samples that are judged as negative, N represents level type, and AP represents the average precision value on a precisionrecall curve. Briefly, TP means the license plate characters are detected and recognized correctly; TN represents that the background is detected and recognized as a background; FP indicates the background is detected but recognized as a character; FN denotes the character is detected but recognized as a background.

In the present study, mAP was calculated on the basis of the characters of a single license plate. Through the application of the proposed M-YOLOv4 for testing, the mAP obtained from the experimental results of the three evaluation data sets was $96.1 \%, 94.5 \%$, and $93.7 \%$ (Table 3). The experimental results indicate that favorable recognition results can be obtained on rainy days and on various road sections.

Table 3. Recognition results obtained through proposed M-YOLOv4.

| Location | Time or Condition | mAP (\%) |
| :---: | :---: | :---: |
| Dayi Road/Guangming Road | Daytime and nighttime | 96.1 |
| Dayi Road/Guangming Road | Rain | 94.5 |
| Zhongxing Road | Daytime and nighttime | 93.7 |

### 3.3. Real-Time Image Testing of Proposed ER-ALPR System on Actual Roads

To verify the proposed ER-ALPR system, two experiments (one involving six time periods at one location and the other involving four time periods at two locations) were conducted to test the system's real-time image license plate recognition performance on actual roads. For the experiments, when one character on a license plate is incorrectly recognized, the entire license plate is regarded as being incorrectly recognized.

In the first experiment, six time periods and a single location were selected for the testing of real-time image license plate recognition on an actual road. The weather during the six time periods was sunny. Table 4 summarizes the actual verification location, time, and number of license plates obtained. The test was carried out using the proposed ERALPR system, and the experimental results are presented in Table 4. The average accuracy rates under daytime and nighttime conditions were $97 \%$ and $95.5 \%$, respectively. At night, accuracy rate was reduced because of poor lighting conditions. After the application of the proposed logical assisted judgment system method for license plate characters, the average accuracy rates under daytime and nighttime conditions increased to $98.2 \%$ and $97.3 \%$, respectively, representing an overall accuracy rate improvement of approximately $1.5 \%$. The experimental results indicate that the proposed ER-ALPR system is highly accurate
when performing real-time image license plate recognition on actual roads under daytime and nighttime conditions.

Table 4. Experimental results on real-world road data at six periods and one location.
$\begin{array}{cccccc}\hline \text { Location/Time } & \begin{array}{c}\text { Number of } \\ \text { License Plates }\end{array} & \begin{array}{c}\text { Proposed ER-ALPR System without } \\ \text { Logic Auxiliary Judgment }\end{array} & \begin{array}{c}\text { Proposed ER-ALPR System } \\$\cline { 3 - 6 }\end{array} \& $\left.\begin{array}{c}\text { Number of Correctly } \\ \text { Recognized License } \\ \text { Plates }\end{array} & \text { Accuracy }\end{array} \begin{array}{c}\text { Number of Correctly } \\ \text { Recognized License } \\ \text { Plates }\end{array}\right) ~$ Accuracy

In the second experiment, four time periods and two locations were selected for the testing of real-time image license plate recognition on actual roads. These four time periods were characterized by rainfall of less than $40 \mathrm{~mm} / \mathrm{h}$. Because atmospheric transmittance cannot penetrate the rain screen when rainfall is more than $40 \mathrm{~mm} / \mathrm{h}$, the license plate characters captured by the camera under such rainfall conditions cannot be visually identified. Table 5 lists the test location, time, and number of license plates obtained. The proposed ER-ALPR system was used for testing, and the experimental results are presented in Table 5. Under rainy daytime conditions, the average accuracy of license plate recognition was $95.3 \%$. Under rainy nighttime conditions, the average accuracy of license plate recognition was $93.1 \%$ because of reduced lighting conditions and rain screen interference. After the implementation of the proposed logical assisted judgment system for license plate characters, the average accuracy rates achieved under rainy daytime and rainy nighttime conditions were $96.2 \%$ and $94 \%$, respectively, an overall improvement in accuracy rate of approximately $0.9 \%$. The experimental results indicate that the proposed ER-ALPR system is highly accurate when performing real-time image license plate recognition on actual roads during rainy daytime and rainy nighttime conditions.

Table 5. Experimental results on real-world road data at four periods and two locations.

| Location/Time | Number of <br> License Plates | Proposed ER-ALPR System without <br> Logic Auxiliary Judgment | Proposed ER-ALPR System |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number of Correctly <br> Recognized License <br> Plates | Accuracy | Number of Correctly <br> Recognized License <br> Plates | Accuracy |  |  |
| Guangming Road <br> 28 June 2021 7-8 A.M. <br> Dayi Road | 166 | 158 | $95.1 \%$ | 160 | $96.3 \%$ |
| 27 June 2021 3-4 P.M. <br> Guangming Road <br> 27 June 2021 8-9 P.M. <br> Dayi Road <br> 27 June 2021 7-8 P.M. | 134 | 128 | $95.5 \%$ | 129 | $96.2 \%$ |

Figure 12 presents the real-time image recognition results obtained through the application of the proposed ER-ALPR system on actual roads. Figure 12a,e present the license plate recognition results obtained under daytime conditions, Figure 12b,f present the license plate recognition results obtained under nighttime conditions, Figure 12c, g present the license plate recognition results obtained under rainy daytime conditions, and Figure 12d,h present the license plate recognition results obtained under rainy nighttime conditions.


Figure 12. Recognition results obtained using real-time images of actual roads. (a) Daytime conditions. (b) Nighttime conditions. (c) Rainy daytime conditions. (d) Rainy nighttime conditions. (e) Daytime conditions. (f) Nighttime conditions. (g) Rainy daytime conditions. (h) Rainy nighttime conditions.

## 4. Conclusions

In the present study, an ER-ALPR system is proposed, in which an AGX XAVIER embedded system is embedded on the edge of a camera to achieve real-time image input to the AGX edge device. YOLOv4-Tiny is used for license plate frame detection. The virtual judgment line is used for determining whether a license plate frame has passed. Subsequently, a proposed M-YOLOv4 is used for license plate character recognition. In addition, a logic auxiliary judgment system is used for improving the accuracy of license
plate recognition. The experimental results reveal that the proposed ER-ALPR system can achieve license plate character recognition rates of $97 \%$ and $95 \%$ under daytime and nighttime conditions, respectively.

In future works, the proposed ER-ALPR system can be improved to address the problem of reduced license plate recognition rates caused by dense fog or heavy rainfall. In addition, a new algorithm can be added to the proposed ER-ALPR system to enable behavior tracking with respect to vehicle movements. These advances aid in the automated detection of traffic violations.
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