
����������
�������

Citation: Lee, H.; Woo, D.; Yu, S.

Virtual Reality Metaverse System

Supplementing Remote Education

Methods: Based on Aircraft

Maintenance Simulation. Appl. Sci.

2022, 12, 2667. https://doi.org/

10.3390/app12052667

Academic Editors: Chang-Hun Kim

and Soo Kyun Kim

Received: 7 February 2022

Accepted: 2 March 2022

Published: 4 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Virtual Reality Metaverse System Supplementing Remote
Education Methods: Based on Aircraft Maintenance Simulation
Hyeonju Lee 1 , Donghyun Woo 1 and Sunjin Yu 2,*

1 Department of Culture and Technology Convergence, Changwon National University,
Changwon 51140, Korea; hyeonjulee@changwon.ac.kr (H.L.); dhwoo1119@gs.cwnu.ac.kr (D.W.)

2 Department of Culture Technology, Changwon National University, Changwon 51140, Korea
* Correspondence: sjyu@changwon.ac.kr

Abstract: Due to the COVID-19 pandemic, there has been a shift from in-person to remote education,
with most students taking classes via video meetings. This change inhibits active class participation
from students. In particular, video education has limitations in replacing practical classes, which
require both theoretical and empirical knowledge. In this study, we propose a system that incorporates
virtual reality and metaverse methods into the classroom to compensate for the shortcomings of
the existing remote models of practical education. Based on the proposed system, we developed
an aircraft maintenance simulation and conducted an experiment comparing our system to a video
training method. To measure educational effectiveness, knowledge acquisition, and retention tests
were conducted and presence was investigated via survey responses. The results of the experiment
show that the group using the proposed system scored higher than the video training group on both
knowledge tests. As the responses given to the presence questionnaire confirmed a sense of spatial
presence felt by the participants, the usability of the proposed system was judged to be appropriate.

Keywords: virtual reality; presence; metaverse; education; remote education; technical training

1. Introduction

Due to the COVID-19 pandemic, most in-person academic institutions and classes
have shifted to online education. Online communication employs remote methods that
include video conferencing, e-mail, and voicemail [1]. According to market research and
consulting firm Gartner, the permanent transition to virtual meetings after the pandemic
is expected to reach 75% by 2024 [2]. Remote training and business meetings are mainly
conducted through video conferencing platforms, which have the advantage of not being
limited by physical space. Based on these advantages, real-time video communication
methods are expected to continue expanding even after the pandemic.

However, with the prevalence of online education, the term Zoom fatigue has emerged [3],
which implies that video training and conferences create a sense of fatigue. There are many
causes of Zoom fatigue. One cause is the fact that the faces of attendees are seen more
closely than in face-to-face meetings. Another is the fact that a participant’s body move-
ments are restricted by the range of their webcam. A third cause of fatigue is the cognitive
load that results from looking at your own face in real-time throughout a meeting [4].
Moreover, teachers and students have had to adapt to new teaching methods, and many
have tended to be unprepared [5]. A study by Faura-Martínez et al. found that 72% of
3080 participants reported difficulty following the curriculum after switching to digital
education [6]. According to a study by Aristovnik et al., students reported difficulty concen-
trating in online classes compared to in-person classes and had worse learning outcomes.
They perceived a higher academic intensity in terms of greater stress in adapting to the
new education system. In particular, students from underdeveloped, remote, and rural
areas reported notable difficulty taking online classes due to poor Internet connections or
lack of electricity [7].
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Due to the nature of video education, students exhibit a passive level of participation
compared to in-person classes. Some students have issues with the lack of non-face-
to-face interaction with instructors and classroom socialization [8]. Online lectures are
limited by their inability to enhance theoretical knowledge with face-to-face practice. A
compound educational method, incorporating both theory and practice, is required to
ensure active participation.

Dale’s Cone structures the learning experience as a transition from detail-based empir-
ical learning in the lower levels to language-based outline learning in the upper levels. Dale
suggests that specific and abstract learning experiences should be balanced in a real learning
environment based on this model [9]. In this context, we propose the convergence of virtual
reality (VR) and the metaverse to create an educational method that blends abstract and
specific learning. VR is a technology that allows users to effectively immerse themselves in
a virtual environment, providing a new alternative to remote education [10]. Education
using VR also has the advantage of enabling safe simulations of scenarios that would be
dangerous in a physical setting [11]. VR is receiving more attention as it is combined with
the concept of the metaverse, a three-dimensional virtual world. A metaverse—a portman-
teau of “meta” and “universe”—is a three-dimensional virtual world that incorporates
social and economic activity. In a metaverse, interaction is possible using a virtual avatar
that acts as an agent for each user. Therefore, it is possible to build a virtual environment
that can be used for education and interpersonal real-time interaction in a metaverse. This
would allow students to interact face to face in a virtual classroom without having to attend
class physically. In this study, we propose an immersive education system that combines
VR and metaverse to enable real-time interaction with others remotely. The proposed
system was developed using Unity3D [12], a real-time interactive 3D content development
and operation platform. A server that is accessible by multiple users was implemented
using PUN 2 (Photon Unity Network 2) [13]. Thereby, we designed and implemented a
VR-based metaverse system and compared it to the existing remote education methods.

This study details the background and related research regarding VR and the meta-
verse in Section 2 and describes the technology and environment of the proposed system in
Section 3. Next, we compare the educational effectiveness and perceived sense of presence
provided by the proposed system to those provided by existing online education. Finally,
we discuss the experimental results, conclusions, and potential directions of future research.

2. Literature Review

Virtual reality and augmented reality have the advantage of creating a sense of reality
based on a high level of immersion in a virtual space with mixed environments. Based on
the size of the VR/AR market in 2021, it is predicted to grow up to 40 times by 2030 [14].
VR/AR has a wide range of applications and high potential for educative purposes. Cur-
rently, VR education is partially applied in fields that require hands-on experience because
learners can safely and repeatedly practice complex and difficult tasks in virtual environ-
ments [15]. In VR, users can immerse themselves in a virtual environment [16] and interact
with virtual objects in it. VR provides visual education to make it easier to understand
complex content while improving communication efficiency [17]. VR can be subdivided
into two types: non-immersive and immersive. Non-immersive VR involves the user
partially inserting themselves into a virtual environment by means of a monitor, while
immersive VR allows the user to completely insert themselves into the virtual environment
using a head-mounted display (HMD) [18]. This study focuses primarily on immersive
VR. An HMD blocks out any view of the user’s surroundings, which provides the feeling
of complete immersion in the virtual environment. The HMD’s motion sensor tracks the
user’s head rotation, allowing them to observe the environment at 360◦ [19]. Users can
be greatly immersed in the virtual environment in terms of visualization and motion [20].
Given these advantages, research is being conducted to apply safe simulations in fields
including building safety education, earthquake education, stroke rehabilitation training,
assembly simulation, manufacturing training, and surgical training [21–26]. VR is also
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being used in fields that include aerospace, construction, and the military [27]. VR has been
proposed as a tool for communication and collaboration during the COVID-19 pandemic,
as it enhances the experience of shared remote presence [28,29]. According to a study by
Ball et al., 70% of 298 people surveyed about VR owned a VR device and 60.9% had pur-
chased the device during the pandemic. In addition, 46.0% and 37.2% of the respondents
who used VR for work and education, respectively, were identified as using it in addition
to watching games and movies [30]. Owing to the communication difficulties involved
with COVID-19, the use of immersive technology such as virtual reality for education and
training is necessary and has the advantages of flexible hours and training locations [31].
In VR education, students are motivated by their initiative because they learn based on
experience [32]. VR training can also avoid problems and accidents that may occur in
real training and potentially reduce costs, such as maintenance [33,34]. Although VR is
efficient, as it allows educators to place students in educational environments that are
difficult to experience in practice, the adoption of VR education has been limited by the
cost of equipment and complexity of implementation [35]. Another major problem is that
relatively few classrooms are equipped with VR devices, so there is a lack of educational
content that can be utilized. Therefore, educators must create appropriate VR resources and
design virtual tools [36,37]. To construct a VR education environment, it must be integrated
well with existing education, and a great deal of effort is required on the part of educators.

We investigated other studies using VR in education and observed its positive effects.
A study on cardiac anatomy education was conducted by dividing groups into paper, PC,
and VR learning methods. As a result, the percentage of correct answers was significantly
higher in the VR group, and it was analyzed that VR affected the motivation of the partici-
pants [38]. In another study combining engineering and VR education, participants were
assigned to a video group and a VR group with a focus on construction education. After
the construction training, participants used real building materials to construct a building
based on the training content. After the construction training, the participants built walls
based on the training content using real building materials. The results showed that the
VR-trained subjects performed faster and more efficiently [39]. Another study conducted
training on how to use a fire extinguisher. The participants were divided into an image
group and a VR group and were trained and tested on the fire extinguisher operation
sequence. The test results showed that both groups acquired a high level of knowledge,
but the VR group scored higher. Furthermore, the results of the knowledge retention test
conducted after 3–4 weeks confirmed that the amount of information possessed by the
VR group was greater [40]. The VR group participants showed increased self-efficacy in
dealing with real-world fire situations.

The term metaverse first appeared in the 1992 novel “Snow Crash” by Neal Stephenson.
A metaverse is a virtual world that enables socioeconomic activities analogous to those
in the real world. In 2007, the non-profit technology organization Acceleration Studies
Foundation (ASF) published the “Metaverse Roadmap: Pathways to the 3D Web”, which
defines a metaverse as the convergence of a virtually enhanced physical reality with
a physically sustainable virtual space [41]. The ASF has defined two main characters
for a metaverse: the spectrum of technologies and applications, from augmentation to
simulation, and the spectrum of identity in the form of digital profiles, such as avatars
representing users.

Using a virtual avatar in a metaverse, it is possible to interact with the virtual en-
vironment. Current popular metaverse platforms include Roblox, Zepeto, Fortnite, and
Minecraft. Within these platforms, users are able to immerse themselves in a 3D-based vir-
tual environment to meet each other, buy and sell various digital assets, and build a society.
Metaverse platforms have already existed throughout the past two decades. Second Life,
developed and serviced by Linden Lab in the US in 2003, is a representative example [42].
Users of Second Life can meet and interact with other online users and build their own
environments. Due to these features, studies have been conducted using Second Life to
simulate a learning management system, a nursing theory and clinical course, nuclear
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safety education, and a virtual education tour [43–46]. In one study, 70.3% of students
answered that the method using Second Life as an oral emergency medicine test simulation
was closer to reality than the existing method [47]. These results confirm the educational
advantages of the metaverse platform.

Metaverse education methods utilized in the past have the advantage of being rich
in interaction and immersion by removing physical barriers and providing an alternative
learning method [48]. The metaverse incorporates numerous cutting-edge technologies,
and a smooth environment is maintained only when various technological developments
are supported. Therefore, although the metaverse has exhibited many advantages in
the past, its popularity was limited because high-end PCs and high-speed Internet were
not widely available at the time. However, with the advent of the 5G era and the need
for remote communication methods, owing to the influence of the pandemic, metaverse
platforms have begun to attract more attention.

3. Proposed System

Existing online educational methods lack the means to communicate via gestures and
facial expressions, making real-time feedback difficult for students passively participating
in classes. In addition, it is difficult to replicate practical education in an online environment
and new alternatives are required due to the high risks and costs of traditional practical
learning methods. Therefore, we propose a new system that complements existing online
education: Existing educational methods are transferred to a virtual environment, expanded
to a metaverse, and combined with VR to produce an immersive education system.

In this section we describe the system development environment, use it to design the
system, and verify that the system works smoothly by conducting demonstration tests.

3.1. Proposed System Development Environment

We used a PC with the following specifications and software for our development environment.

• OS: Window 10
• CPU: AMD Ryzen 7 1700X Eight-Core Processor 3.40 GHz
• RAM: 16.0 GB
• GPU: NVDIA GeForce GTX 1060 6 GB
• Framework: Unity3D 2019.4.18f, Visual Studio 2019
• Language: C#
• VR Device: HTC Vive Pro Eye, Oculus Rift S

The proposed system was developed with Unity3D (2019.4.18f), and C# scripts were
programmed using the Microsoft Visual Studio 2019 integrated development environment.
For VR interaction, we used the XR Interaction Toolkit plugin supported by Unity3D and
the server was built with Photon PUN2. The VR devices used for development were HTC
Vive Pro Eye and Oculus Rift S.

The proposed system was developed as shown in Figure 1. First, a simulation was
planned. We needed to design educational fields and scenarios that our system would
be applicable to. Furthermore, modelling files as well as desktop and VR devices were
required for use in our system.
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Next, we divided the simulation production into a virtual environment and a network.
First, we used Unity3D to build a virtual environment. This virtual environment was
programmed in Visual Studio and developed as a heterogeneous type that can be used
without restrictions on VR devices to ensure high versatility. The tested VR device models
were Oculus Rift S, Quest2, and HTC Vive Pro Eye, all of which were confirmed to work.
We implemented 3D models that were necessary for environmental configuration, as well
as a virtual avatar that acts as the user’s agent. Finally, we implemented Text-To-Speech
(TTS), a speech synthesis function for smooth interaction between users and objects.

We then implemented a network. The library used was Photon PUN2, a cloud-based
networking platform that can be used in Unity3D. Photon PUN2 was integrated with
Unity3D to provide an API that is easy to develop, and users can freely log in and link
with the simulation VR environment [49]. We implemented a client-server-based network,
where user actions are sent to a cloud server and forwarded to the rest of the clients. By
enabling voice conversation through Photon Voice, we provided users with an effective
means of communication.

The proposed system was completed by building a VR-based immersive simulation
virtual environment and implementing a cloud-based network. Through the proposed
system, users can wear VR devices and use objects in a virtual world similar to the real
world, as well as interact and talk with others using virtual avatars. Since all user actions
are transmitted to the server and other users in real time, users can meet and interact in the
same virtual environment regardless of physical distance.

3.2. System Development

Figure 2 shows a simulation designed for the demonstration testing. Prior to the
experiment, a demo model was created and tested to confirm that efficient training and
interaction are possible with the proposed system. The test assesses the proficiency of
the tools required for engineering and involves three people, the minimum standard for
multi-user participation. All three users accessed the simulation simultaneously in different
locations via different PCs, VR devices, and networks. Two users used an Oculus Rift S,
whereas the other had an HTC Vive Pro Eye. The users were instructed to put on the VR
devices after playing the simulation on a PC.
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Figure 3 shows the test procedure. First, the user selects a role in the lobby between
Expert and Beginner. In the demo test, one user was an Expert and the other two were
Beginners. All three users selected the same mid-level room for entry. At this stage, the
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network environment must be smooth so that all users can meet in the same virtual envi-
ronment. Upon entering the room, users can receive guidance regarding the simulation
through TTS. This guidance describes the features included in the simulation and how
to use them. Finally, the expert user explains the tools on the workbench to the beginner
users. In addition, beginners can learn how to use these tools directly in a virtual envi-
ronment. During these demo tests, it was confirmed that expert and beginner users can
interact normally.
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We then discussed potential improvements with the users. It was pointed out that
the TTS sounds overlap with those of other users when entering the room for the first
time. We also received a suggestion to implement interaction through button clicks, in
addition to direct interaction with objects, in case the target object is far away or requires
repeated motions.

4. Experiments and Result

The operation of the proposed system has been verified through demonstration tests
and an aircraft maintenance simulation was developed, as shown in Figure 4. This simula-
tion was proposed as educational material for aircraft maintenance procedures, equipment,
and terminology. We selected an unfamiliar topic to examine the educational effects on the
subjects. The aircraft model is the KT-100, an introductory aircraft modified from Korea’s
first civilian aircraft, the KC-100. The simulation contains the maintenance process of the
KT-100 based on our system. Therefore, multiple users can access the process based on a
single aircraft and multi-party interaction is possible. The actions of all users are shared,
and thus the maintenance process can be carried out together. In this experiment, an expert
user and a beginner user learned the training content together. The purpose of this study
was to confirm the educational qualities and presence offered by our system compared
with those offered by video education.

4.1. Proposed System Development Environment

The extension of the paper manual to an immersive education system based on virtual
reality is proposed as a method of convergence education that enables theoretical and
practical education. The proposed system consists of functions suitable for technical
training, such as an aircraft maintenance simulation, as follows:

• Scenario-modeling-based virtual environment: The virtual environment is built with
scenario modeling for procedural training. To advance to the convergence education of
theory and practice, we implemented a central button-type sharing board as a tool for
theory education. Sharing boards allow all users to review procedures and equipment
descriptions together.

• Network configuration for multi-user access: The proposed system forms a virtual
classroom where experts and beginners can train through a network. Users can
communicate and collaborate in a virtual environment implemented like a workplace.

• User interaction: Regardless of their physical location, all users can connect to the
virtual space to interact with other users. Users can also access objects in the virtual
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environment simply by pressing a button. Training scenarios and explanations of
parts and equipment are provided as TTS, therefore, beginners can learn on their own.
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The aircraft maintenance simulation used in the experiment consists of the procedure
illustrated in Figure 5. All three users wore VR devices and played the proposed system.
Before entering the room, a TTS-guided overview of the simulation and an introduction to
the aircraft are provided to the user. The user confirms the description and then proceeds
to the next step. Given that separate rooms were not required in this simulation, users
were switched directly to the simulation screen. The transition process for the simulation
consists of a loading scene. When users enter the simulation, they can meet users who
are logged in at the same time. Users can communicate and interact with each other and
use virtual objects directly. During the development process, we reflected on the feedback
received from the demo tests. First, considering the overlap between TTS and other users’
voices, a rough outline and explanation were provided with TTS in the first scene. We also
developed a button-based system of interacting for direct interaction.
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Area A contains explanations for each aircraft maintenance procedure, serving as a
kind of guide that contains the contents of this simulation step. As each step contains
the contents of a different procedure, the explanations in Area A also change with each
step. Area B contains descriptions of the tools and parts that correspond to the contents
described in Area A. To the left of Area B are three circular toggle buttons, each with a
description. From top to bottom, the first button displays a 2D image guide for each part.
As well, the positions of the parts processed in each step are marked and displayed. The
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second button uses both 3D models and text to provide a description of the tools to be used
in each step. The third button has a similar function to the second, but instead describes
the parts to be used. Area C displays a 3D model of the aircraft and a button at the bottom.
Any parts emphasized in the description of Area A are outlined in green. Users can interact
with the aircraft directly or with a button. All changes in each area are synchronized in
real-time and delivered to all users.

Figure 6 shows the sharing board interface of the aircraft maintenance simulation.
Users can interact with areas A, B, and C.
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4.2. System Experiment Environment

Table 1 shows the experimental environment. The experiment was conducted in
several buildings on the campus of Changwon National University using different networks.
All experiments used two different PCs, one laptop, and Oculus Rift S and HTC Vive Pro
Eye as wired or wireless VR devices. In addition, to mitigate the possibility that the
experiment may not proceed normally due to extraneous conditions, such as VR motion
sickness in the participants, researchers were placed at each experimental site.

Table 1. Experiment environment.

PC 1 Notebook PC 2

CPU AMD Ryzen 7 1700X Eight-Core
Processor 3.40 GHz

Intel® Core™ i9-10980HK CPU @
2.40 GHz 3.10 GHz

AMD Ryzen 7 1700X Eight-Core
Processor 3.40 GHz

RAM 16.0 GB 32.0 GB 16.0 GB
GPU NVDIA GeForce GTX 1060 6 GB NVDIA GeForce RTX 2080 Super NVDIA GeForce GTX 1060 6 GB

VR Device HTC Vive pro Eye Oculus Rift S HTC Vive pro Eye (Wireless)

4.3. System Experiment Environment

The experiment was designed to compare the proposed system with traditional video
education to confirm the educational effect and immersion experience provided by our
system. Both training methods covered the same aircraft maintenance scenarios. In addition,
the same educator conducted the course for 18 min. The training materials and content
were reviewed by an in-service aircraft engineer with 30 years of experience—who has also
advised the educator.
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4.3.1. Experimental Procedure

The experimental procedure consisted of four steps, as shown in Figure 7. Participants
were assigned to either the proposed system training group or the video training group.
In addition, the training participant of the proposed system guided the operation of the
VR controllers.
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First, all participants responded to the pre-education questionnaire along with the
instructions for the pre-education experiment. We collected the gender and age groups of
the subjects through a demographic questionnaire and an educational pre-questionnaire.
The background knowledge and VR experience pertaining to aircraft maintenance for
every participant was evaluated. After completing the pre-questionnaire, the participants
trained in their assigned group for 18 min. In the proposed system group, the training
was paused in the event that a problem occurred, or a participant was inexperienced in
the use of their VR device. In these events, a researcher partially intervened to resolve the
problem and resume the training, thus ensuring a smooth educational experience. After the
training session, each participant responded to a post-test. This step assessed the subject’s
level of knowledge acquisition. The post-test consisted of three short-answer questions
about the equipment and tools including the aircraft maintenance procedures, six O/X
quiz questions, and three choice questions about how to use specific equipment and tools,
for a total of 13 questions. The proposed system group also filled out the Igroup Presence
Questionnaire (IPQ) to assess their sense of presence [50]. In addition, to evaluate whether
the proposed system is suitable for use in education, a system usability scale (SUS) was
conducted [51]. Both the IPQ and SUS were conducted using an online survey method.
A retention-test was then performed to measure the knowledge retention of all subjects
after 10 days. This test examines how well the knowledge acquired through education is
maintained. To accurately judge the degree of knowledge retention, the questions on this
test were different from those on the post-test.

4.3.2. Method of Evaluation of the Experiment

We compared the two educational groups by four criteria.

1. Knowledge acquisition: Post-test
2. Knowledge retention: Retention-test
3. System usability: SUS
4. Presence in a virtual environment: IPQ



Appl. Sci. 2022, 12, 2667 10 of 15

Criteria 1 and 2 use tests to assess educational efficiency. The degree of knowledge
acquisition of each participant was measured using a post-test that covered the aircraft
maintenance procedures and the related equipment and parts. Ten days after the ex-
periment, participants responded to a retention-test. To accurately measure knowledge
retention, the material covered in this test differed from that covered in the post-test. In
both tests, either five or ten points were given according to the difficulty of each question.
The post-test and retention-test were scored by simulation educators to ensure a consistent
assessment. For reliability, the results were reviewed once more by expert engineers.

Criteria 3 and 4 evaluate whether the proposed system is suitable as an educational
method. The SUS was used to evaluate each user’s perceived usability of the system
through a ten-item questionnaire. The responses to each question were recorded using
a five-point Likert scale. This questionnaire contains a balance of positive and negative
questions. Scores were calculated by subtracting one point per positive item and five points
per negative item. The sum of all the scores was multiplied by 2.5 to get the SUS value.
This value measures usability with a variable value between 0 and 100. We also used
the IPQ to evaluate the participants’ degree of presence in the virtual environment. By
evaluating the 14 items of the IPQ questionnaire on a seven-point Likert scale, we can
determine four measures of presence. The first is general presence (G), which evaluates
total presence in general. The second is spatial presence (SP), which refers to the sense
of being physically present in the virtual environment. The third is participation (INV),
which measures interest and participation. The fourth is experiential realism (REAL), which
measures the subjective experience of realism in the virtual environment.

5. Analysis and Discussion

The participants were recruited from Changwon National University. All subjects
volunteered for the experiment and received no compensation. We recorded the gender
and total number of participants and assigned them to each group. The forty participants,
which consisted of 20 males and 20 females in their 20s–40s (20s = 37, 30s = 2, 40s = 1),
were evenly split into a system group and a video group. None of the participants had any
knowledge pertaining to aircraft maintenance. In addition, 85.4% of the proposed system
group had VR experience, whereas 51.2% have used VR more than three times and were
familiar with general VR operations. After ten days of training, all participants responded
to a retention-test. In this chapter, we analyze the results of the post-test and retention-test,
as well as the SUS and IPQ scores.

5.1. Analysis of Learning Effects According to Educational Methods

Two knowledge tests were conducted to assess the educational effectiveness of the
proposed system. In the preliminary questionnaire, all subjects answered that they had no
knowledge of aircraft maintenance. This ensures an equivalent level of prior knowledge in
all participants.

Table 2 shows the mean values of the knowledge test results for the two groups. In the
post-test, the proposed system group scored an average of 75.00 out of 100 (SD = 20.455,
N = 20), 9.5 points higher than that of the video group (M = 65.50, 22.705). In the retention-
test, the proposed system group scored an average of 68.75 points (SD = 19.390, N = 20),
15.25 points higher than that of the video group (M = 53.25, SD = 18.516). It can be seen
that the average scores of the proposed system group are higher in both the post-test and
the maintenance verification.

Table 3 shows a comparison of the values obtained by subtracting the retention-test
mean from the post-test mean for each group. The retention-test score of the proposed
system group decreased from the post-test score by an average of 6.25 points (SD = 10.371.
The retention-test score of the video group decreased from the post-test score by an average
of 12.25 points (SD = 16.341).
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Table 2. Post-test and retention-test average results for each group.

Test Group Mean SD N

Post-test
Proposed system 75.00 20.455 20

Video 65.50 22.705 20

Retention-test
Proposed system 68.75 19.390 20

Video 53.25 18.516 20

Table 3. Post-test and retention-test average score difference for each group.

Post-Retention Mean SD N

Proposed system 6.25 10.371 20
Video 12.25 16.341 20

The results confirm that the proposed system group scored higher in both the post-test
and the retention-test. In addition, we calculated the difference between the post-test and
retention-test scores of each group and found that more knowledge was retained by the
proposed system group.

5.2. Evaluating the System Usability and Presence of the Proposed System Group

The proposed system group also responded to a questionnaire on the sense of presence
and system usability. This survey was conducted with the post-test and a total of 20 people
participated. The Cronbach’s alpha values for the SUS and IPQ are 0.71 and 0.79, indicating
acceptable reliability.

The result of the SUS test, which was conducted to assess the usability of the system, is
77.6 points. This was higher than the SUS average of 68 points. When converted according
to the adjective rating scale, this result corresponds to “Good” [52]. Therefore, the proposed
system is considered suitable for practical use.

Figure 8 shows the IPQ results. SP exhibits the highest result at 5.08 points (SD = 0.417).
G also has a high score, which was close to 5 points (M = 4.95, SD = 0.759). INV and REAL
were 4.25 (SD = 0.693) and 4.11 (SD = 0.763), respectively, which are both above average
scores. Considering that the survey was conducted on a Likert scale from 0 to 6, all
values are higher than the average, which shows that a sense of presence was felt in the
proposed system.
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6. Discussion

We conducted an experiment comparing the educational effect and experience of the
proposed system with those of the video method. Two tests were conducted to evaluate the
educational effectiveness and participants’ scores in each group were averaged and com-
pared. In the two tests, the results of the proposed system group were 9.5 and 15.25 points
higher than those of the video group, respectively. When the difference in scores between
the post-test and retention-test was compared by group, we found that the proposed sys-
tem group scored 6 points higher. This indicates that the proposed system group retained
more knowledge than the video group. These results prove that the proposed system
is more suitable than video training in terms of knowledge acquisition and retention in
technical training.

In addition, subjects who participated in the proposed system training evaluated the
presence and system usability. The SUS score was 77.6, which corresponds to “Good”
according to the adjective rating scale. Therefore, the proposed system was judged to be
suitable for use. In the sense of presence evaluation, all items scored above the average out
of six points. SP (M = 5.08, SD = 0.417) and G (M = 4.95, SD = 0.759) presence exhibited the
highest scores. Therefore, it was determined that the participants received the feeling of
presence in a virtual space through the proposed system. According to the two evaluation
results, it is determined that the proposed system is more appropriate for learning than the
video method in technical training, such as aircraft maintenance.

7. Conclusions

In this study, we proposed a VR metaverse system as a solution to compensate for the
shortcomings of existing remote communication methods. In the proposed system, users
can effectively immerse themselves and interact with virtual objects. Since all user actions
are performed in a virtual environment, high-cost and high-risk scenarios can be simulated
safely, and complex and difficult training can be practiced repeatedly. In addition, if the
proposed system is applied to education, balanced learning is possible using a convergence
education method that enables theoretical explanations and concrete practices.

We developed and tested an aircraft maintenance simulation to confirm the suitability
of the proposed system for educational purposes. None of the recruited participants had
any knowledge of aircraft maintenance. The participants were evenly distributed between
the proposed system group and the existing video group. They were then trained by the
method corresponding to their assigned group. After the training session, the participants
took a post-test to judge the acquisition of knowledge, as well as a questionnaire about their
sense of presence and system usability. All participants also responded to a retention-test
to assess knowledge retention after ten days. The average scores of the proposed system
group on the post-test and retention-test were 9.5 and 15.25 points higher than those of
the video group, respectively. We also found that the proposed system group retained
more knowledge.

As a result of the SUS that the proposed system group additionally responded to,
the usability of the proposed system was judged to be suitable for educational use with a
“Good” grade. In addition, as a result of the IPQ responses that judge presence in the virtual
environment, all items show above-average values. The highest scores were found for
SP (M = 5.08, SD = 0.417) and G (M = 4.95, SD = 0.759). Therefore, in the field of technical
training, such as aircraft maintenance, we confirmed the learning effect and sense of pres-
ence provided by our proposed system. Further, we concluded that the proposed system is
more valid as an educational environment than existing video-based methods. Although
our experiments were specific, they identified the potential for integrating technical training
into the proposed system.

Our study has several limitations. First, the pandemic restricted the amount of partici-
pants that were recruited. When conducting future studies, it will be necessary to secure
more data by recruiting more participants. Second, only asynchronous video education
was compared among the existing training methods. As there are various other remote
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teaching methods, it is necessary to assess them in future studies. Third, the education
considered in this work was limited to aircraft maintenance. To broaden the scope of this
research, we intend to experiment with different fields of engineering to determine whether
VR is suitable for technical training. In future studies, we plan to recruit more participants
to obtain more data, as well as compare our system with various other teaching methods.
Furthermore, by expanding the system to various engineering fields, we plan to analyze in
depth the extent to which VR is suitable for education with highly technical aspects, such
as interaction with machines and surgery.
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