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Abstract: This research focuses on the development of a new technique of emission spectral analysis
designed to accurately account for the background radiation. The technique enables the evaluation
of background radiation while being unaffected by its spectral shape. This is possible through the
use of standard data obtained in an analytical-line-recording process performed by light-intensity-
to-electric-signal converters such as CCDs, PMTs, photodiodes, etc. This technique, when applied
at a set RMS deviation of the analytical-line-radiation intensity, reduces the random error of a
determined low impure-element concentration due to the optimal calibration-line slope. In areas
of high concentrations, an accurate accounting of the background does little to affect the emission
spectrometer’s measurement accuracy. This technique also allows the replication of calibration curves
in spectrometers of the same type by a linear-intensity conversion with only two standard samples
required. The technique was tested on SPAS-02 and SPAS-05 commercial spark spectrometers. The
testing fully confirmed the aforementioned advantages of the developed technique. The authors
also determined the applicability conditions of the conventional emission-spectrometer-recalibration
method by a linear conversion of the analytical-line intensity.

Keywords: calibration; metrology; plasma devices; spectral analysis; spectroscopy; impurities;
charge-coupled image sensors

1. Introduction

Emission spectral analysis is the most widespread express method to estimate el-
emental composition [1–5] in various industries [6–8]. Most of the modern emission
spectrometers utilize the so-called charge-coupled devices (CCDs) as an optical radiation-
recording system [9–15], and different types of gas-discharge plasma are used for optical
excitation [5,16].

Setting up emission spectrometers includes, above all, calibration graphs that plot the
dependence of an element’s analytical-line intensity on its concentration in an analyzed
sample, or an inverse function that plots the concentration dependence on intensity. To
determine the impure-element content in a sample, it is necessary to measure the analytical-
line intensity of this element. For applications using a CCD recording system, this means
summing the digitized charge values of individual CCD pixels, on which the image of the
analytical line of a selected impure element falls. At this point it is necessary, if possible, to
eliminate the signal, which corresponds to the intensity of the plasma background radiation
independent of the concentration of a given impure element (it may be plasma electron
bremsstrahlung, molecular bands of plasma-forming gases, etc.).

In modern spectrometers, this is performed, as a rule, according to the following
algorithm [17,18]. In the corresponding spectrometer’s software window, the pixels on
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which the image of the analytical line falls are specially marked (see Figure 1). As an
example, Figure 1 shows the software window of the SPAS-05 emission spectrometer
produced by Active Co. Ltd., Saint Petersburg, Russia, in the CI 193.09 nm analytical
carbon-line area (see Appendix A for brief technical spectrometer specifications). The
CCD pixels on which the image of this line falls are within the yellow rectangle. In this
case, to subtract plasma background radiation to the left and right of the analytical line
(sometimes only on one side), an area in the spectrum that is free from the spectral lines of
all elements is selected. Then, the set of intersection points of the right and left reference
frames (see purple lines Figure 1) and the plasma spectrum envelope are connected by a
polynomial of a degree (see the red line Figure 1), which we will refer to as the cutoff line.
The analytical signal below this line is considered the plasma background and is neglected
when calculating.
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Figure 1. The software window of SPAS-02 emission spectrometer (in Russian); yellow marks the 
pixels of which the signal must be summed when calculating the C 193 nm analytical-line intensity; 
purple marks the reference frames for background calculations; in this case, the background shape 
was chosen to be linear (the red line). 

2. Materials and Methods 
Key formulas. Accurate accounting for the background signal. We assume that to 

determine the analytical-line intensity it is necessary to sum the signals  of the CCD 
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are calculated considering the model background (the part of the intensity that is lower 
than the cutoff line is omitted in each pixel in Figure 1). The relative (or the absolute, 
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procedure for plotting the calibration is to use the data sets , , = 1, … ,  to plot the 
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we previously discussed the dependence of the analytical-line intensity on the element 
concentration, which is justified from a physical point of view, although Equation (2) is 
an inverse function. The point is that, from a mathematical point of view, it is Equation 
(2) for which the process of determining the unknown concentration by the measured 
intensity is trivial, while for the inverse dependence = , it is necessary to solve 
an algebraic equation. 

Figure 1. The software window of SPAS-02 emission spectrometer (in Russian); yellow marks the
pixels of which the signal must be summed when calculating the C 193 nm analytical-line intensity;
purple marks the reference frames for background calculations; in this case, the background shape
was chosen to be linear (the red line).

Under this approach, the unknown spectral shape of plasma radiation at the analytical-
line location cannot ultimately coincide with the envelope shape and, thus, the plasma
background is inaccurately accounted for. This leads to the fact that at zero concentration
of the given impurity, the intensity of its analytical line as measured by the spectrometer is
non-zero. This, in turn, causes significant and uncontrollable device-to-device distortions
of the calibration curves in the area of low impurity concentrations, which further results
in a slope decline in the calibration curve for the case of the intensity dependence on
concentration, (or an increase for the case of the inverse function), and a forced increase in
the degree of the polynomial that is approximating the calibration curve.

These effects lead to a lower detection limit and an increase in the RMS deviation of
the concentration measurements. They are, inter alia, one of the factors that impede the
replication of the calibration curves of one device in other devices of the same type.

This paper is dedicated to the development of this algorithm in order to accurately
evaluate the actual background at the element’s analytical-line location using standard data
captured by the CCD recording system, thus eliminating the above-listed deficiencies.
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The so-called spectrometer-recalibration algorithm was separately studied when imple-
menting the developed method of accurate accounting for the background signal (calibration
adjustments due to changes in the in-service-spectrometer characteristics). Under the most
general assumptions about the principles of signal formation of the spectrometer recording
system, we found conditions under which there is a linear relationship between the recorded
analytical-line intensities before and after the changes in the spectrometer parameters.

2. Materials and Methods

Key formulas. Accurate accounting for the background signal. We assume that to
determine the analytical-line intensity it is necessary to sum the signals M of the CCD
pixels. In the given case study, these are pixels located within the yellow sector in Figure 1.
The N number of standard samples (SS) is used to construct the calibration for this element.
We number them in ascending order of concentration, i.e., the lower standard is №1, etc.
Thus, the analytical-line intensity of a certain wavelength I of some element, when the
standard sample i is used, transformed into the signal of the recording system is:

Ii = ∑M
k=1 Iki, (1)

where Iki is the intensity in the pixel k of the analytical line of the element being determined
in the analysis of the standard sample i. We should note that the intensities are calculated
considering the model background (the part of the intensity that is lower than the cutoff line
is omitted in each pixel in Figure 1). The relative (or the absolute, according to the analytical
task) impurity concentration in sample i is Ci. The standard procedure for plotting the
calibration is to use the data sets Ii, Ci, i = 1, . . . , N to plot the dependence

C = F(I), (2)

where F(I) is usually a polynomial of no greater than degree 4. It should be noted that
we previously discussed the dependence of the analytical-line intensity on the element
concentration, which is justified from a physical point of view, although Equation (2) is
an inverse function. The point is that, from a mathematical point of view, it is Equation
(2) for which the process of determining the unknown concentration by the measured
intensity is trivial, while for the inverse dependence I = F−1(C), it is necessary to solve an
algebraic equation.

As indicated, the non-coincidence of the shape of the actual plasma background
radiation (which is unknown in advance) with the cutoff-line shape results in distortions of
the calibration curve at low concentrations C; as such, the calibration dependence does not
meet the requirement of zero intensity at zero concentration of the determined element.

Therefore, we will proceed as follows. The intensity Iki consists of the actual analytical
signal Iak, determined by the impurity in the sample, and I f k, which is the difference in the
pixel k between the intensity of the actual plasma background and the background that
has the shape of the cutoff line (hereinafter we will refer to this difference as simply the
background). The latter weakly depends on a standard sample number, i.e., on the content
of the impurities determined within it. This dependence will be neglected. Thus, for the
standard sample number i, we have:

Iki = Iaki + I f k. (3)

Summing Equation (3) by pixels, we have:

Ii = Iai + IF, (4)

where Iai = ∑M
k=1 Iaki; IF = ∑M

k=1 I f k is the actual (not the measured) intensity of the
analytical line of standard sample i and the background at this line location, therefore, is
converted by the recording system into an electrical signal. To calculate value IF we will
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compile dataset ∆Ii = Ii − I1 = Iai − Ia1; ∆Ci = Ci − C1; i = 1, . . . , N. We should note that
the dataset also has N values of ∆Ii and ∆Ci, and there is no value IF. Using an ordinary
least-squares technique, we approximate this dataset by a polynomial

∆C = Fa(∆I). (5)

By determining the values in Equation (5), it must be true that if C = 0, i.e., when
∆C = −C1 and Ia = 0, then the equality is true:

∆I = ∆I0 ≡ IF − I1. (6)

Thus, we calculate value IF from the correlation:

IF = ∆I0 + I1, (7)

where ∆I0 is the equation root:
Fa(∆I0) = −C1. (8)

After we made the appropriate adjustment to the plasma background value IF, the
calibration is being plotted at the analytical-line location.

C = FA(I − IF) (9)

In this case, if C = 0, then I = IF, because, by the definition of the functions FA and Fa,
the following is true:

FA(I − IF) = Fa(I − I1) + C1, (10)

and FA(0) = Fa(IF − I1) + C1 = 0.
It is necessary to note the following. When plotting the curve Fa(I − I1), we should

apparently use the functional:

Sc =
N

∑
i=1

[Ci − C1 − Fa(Ii − I1)]
2

Ci
2 , (11)

rather than

S =
N

∑
i=1

[Ci − C1 − Fa(Ii − I1)]
2, (12)

since, in the functional S, the contribution of the lowest concentration points (when the
standard sample index i is low due to the numbering method) is significantly less than the
contribution of the points with a high index i (high-concentration points) due to a greater
impurity concentration, and its use may result in significant inaccuracies when determining
a relatively small value IF < I1.

3. Results

Key formulas. Calibration-curve recalibration accounting for background precise
value. As it is known, due to diverse physical reasons, the continuous operation of an
emission spectrometer may cause a change in the spectral-transmission coefficient of the
device. This may be, for instance, due to contamination of the slit-light system’s optical
elements, or the size reduction of the entrance slit itself (also due to contamination).

Besides, changes may occur in the parameters of the spectrometer systems that are
responsible for impure-atom emission from the analyzed sample and their optical excita-
tion. The influencing factors may include the changes over time in the parameters of the
electronic units of the spectrum-excitation system when using spark and arc spectrometers,
changes in the shape of the electrodes due to various technological reasons, etc.

Finally, the changes may affect sensitive element parameters of the recording system
and the system of its signal conversion, for example, as a result of wavelength-selective
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aging of the radiation receivers of a spectrometer recording system, i.e., a CCD sensitivity
shift, etc.

This necessitates the adjustment of calibration curves, which is called recalibration. This
procedure is of great importance to ensure the emission spectrometers operate correctly. The ex-
isting methods of emission-spectrometer recalibration are based on the following assumptions:

• The calibration-curve shape of the dependence of the measured (not emitted by
impure atoms in the light source) analytical-line intensity of the impure atoms on their
concentration in an analyzed sample under the parameter changes of an in-service
spectrometer is constant [17–21];

• The relationship between the measured analytical-line intensities before and after the
spectrometer’s parameter changes is linear [17–21].

As experience with various brands of spectrometers shows, the first assumption is
quite valid (we will discuss it in detail further on). At the same time, the second assumption
is apparently not always valid. As a rule, the authors who assume a linear dependence
between the analytical-line intensities before and after the spectrometer parameters change
do not analyze the reasons for this relationship and the area of its application. We will
conduct such an analysis below. Firstly, we will determine how these linear-conversion
parameters are related to the spectrometer parameters. Secondly, we will determine the
conditions under which the relationship between the intensities I and I′ is linear.

We consider the recalibration algorithm in the case when the measured intensity I of
the analytical line of a particular wavelength and the impurity concentration in SS C are
related by Equation (2). After the spectral-transmission coefficient has been changed, this
analytical-line intensity I′ (similarly, all other values related to the spectrometer with a
modified transmission coefficient will also be indicated with a stroke) of some impure
element at the same impurity concentration is changed. It is related to intensity I by
the correlation:

I = FI(I′), (13)

where FI(I′) is some yet unknown function.
Then, for the spectrometer with a modified transmission coefficient, there are correla-

tions to Equations (5) and (9):

∆C = F′a(I′ − I′1); C = F′A(I′ − I′F). (14)

We suppose that assumption (1) is satisfied, i.e., the shape of calibration curves is the
same, and the equality is valid:

F′a(I′) = Fa[FI(I′)],

where z is the arbitrary analytical-line intensity.
As shown in the Appendix A, this requires that analytical-line-intensity-formation

conditions stay unchanged before the spectrometer slit-light entrance system. In this case,
the correlation between the intensity from the optical-system radiation entrance to the
device’s recording system, as well as the parameters of radiation conversion into an electric
signal by this recording system may vary. Otherwise, the shape of the calibration curves
may differ significantly and recalibration using this algorithm will be impossible.

Then, knowing that for an arbitrary sample (standard or unknown-composition sam-
ple) due to the function definition of FA(x), the following is fulfilled:

FA(I − IF) = FA[FI(I′)− FI(I′F)]

We get:
I − IF = FI(I′)− FI(I′F). (15)

We divide all the independent parameters that determine the measured analytical-line
intensity into three groups (see Figure 2):
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Figure 2. Spectrometer units, of which the characteristics are determined by the parameters
→
X,
→
Y ,
→
Z ;

(a) spectrum-excitation source and sample-atomization system (1), radiation source (2); (b) sample-
substance-radiation-spectrum-capturing system, including the spectrometer slit-light entrance system
(3), entrance slit (4), spectrum-capturing and focusing system on the focal surface (5); (c) recording
system including CCD radiation receiver and CCD signal converter (6).

• The parameters that determine the spectral-transmission coefficient of the spectrometer
(let their number be s).

• The parameters that determine the analytical-line intensity before it enters the slit-light
entrance system (their number is g).

• The parameters that determine the conversion coefficient of incoming CCD radiation
intensity as a digitized signal that is processed by the spectrometer software (their
number is m).

We shall indicate them as (a) (x1, . . . , xs) =
→
X, (b) (y1, . . . , yg) =

→
Y and (c) (z1, . . . ., zm) =

→
Z. We also assume that the analytical-line intensity is I0(

→
Y) before it enters the spectrometer’s slit-

light entrance system, and that it is Il(
→
X,
→
Y) in the CCD plane before conversion by the recording

system. Thus, I is the intensity Il converted by the recording system with the conversion coefficient

KC(
→
X,
→
Y ,
→
Z), which generally also dependents on the incoming CCD radiation intensity. The

radiation in turn depends on the parameters
→
X,
→
Y. Thus, the relation between the values I0, Il , I is

as follows:
Il
I0

= K[
→
X, I0(

→
Y)];I = KC(

→
Z, Il)Il = KC(

→
X,
→
Y ,
→
Z)Il (16)

where K[
→
X, I0(

→
Y)] is the spectrometer-transmission coefficient. Now we consider the

most general case and assume that the transmission coefficient depends not only on the

parameter
→
X, but also on the intensity I0, whereas the conversion coefficient depends on

Il(
→
X,
→
Y).

Now we identify Equation (13) based on the most general correlations. As a rule, while
using modern emission spectrometers, a dark signal of the recording system is automatically
accounted for. Nevertheless, we assume that due to, for instance, a change in the dark
signal (and noise) of the CCD recording-system receivers during continuous operation of

the spectrometer, there is some additional signal In(
→
X), that contributes to the measured

intensity. Under these assumptions, the correlation between the analytical-line intensity,
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before it enters the spectrometer slit-light entrance system, and the recording-system signal
at the wavelength of this analytical line in the agreed notations is as follows:

I = KC(
→
X,
→
Y ,
→
Z)

{
K[
→
X, I0(

→
Y)]·I0(

→
Y) + In(

→
X)

}
. (17)

After parameters
→
X,
→
Y ,
→
Z are changed (into parameters

→
X′,
→
Y′,
→
Z′) all the intensities in

this correlation will be changed, and we obtain:

I′ = KC(
→
X,
→
Y ,
→
Z){K[

→
X′, I0(

→
Y′)]·I0(

→
Y′) + In(

→
X′)}, (18)

where strokes denote the values after the change in parameters. As seen from Equation

(17), function I(
→
X,
→
Y ,
→
Z) depends on s + g + m of independent scalar arguments. First, we

assume that the spectrometer-transmission coefficient does not depend on the intensity

I0(
→
Y) that the conversion coefficient KC(

→
Z, Il) is independent of intensity Il , and we expand

Equation (17) in a Taylor series expansion around point
→
X′,
→
Y′,
→
Z′. In this case, we first leave

the terms that are linear in the variables (
→
X −

→
X′), (

→
Y −

→
Y′)(

→
Z −

→
Z′):

I = [K(
→
X′)·I0(

→
Y′) + In(

→
X′)]

[
KC(

→
Z′) + dKC(

→
Z′)

d
→
Z′

(
→
Z −

→
Z′)

]

+KC(
→
Z′)

[
dIn(

→
X′)

d
→
X′

(
→
X −

→
X′) + dK(

→
X′)

d
→
X′
·I0(

→
Y′)(

→
X −

→
X′) + K(

→
X′) dI0(

→
Y′)

d
→
Y′

(
→
Y −

→
Y′)

]
,

(19)

where
d f (
→
v )

d
→
v

→
v =

l

∑
i=1

d f (vi)

dvi
vi;
→
v = (v1, . . . , vl).

We will consider the intensity of the radiation source I0(
→
Y′) before it enters the spec-

trometer’s entrance slit of the analytical-line area. On a physical basis, it is clearly satisfied:

I0(
→
Y′) = f (C)A(

→
Y′) + Ipl(

→
Y′) (20)

where A(
→
Y′) is some function of vector

→
Y′; Ipl(

→
Y′) is the plasma-radiation intensity, which

is also dependent on vector
→
Y′; f (C) is some function of only the impurity concentration in

the analyzed sample.
If we take Equations (18) and (20) into account, we will easily obtain from Equation (19):

I = a1 + b1 I′, (21)

a1 = KC(
→
Z′)K(

→
X′)

dIpl(
→
Y′)

d
→
Y′

(

→

Y−
→
Y′) + K(

→
X′)Ipl(

→
Y′) dKC(

→
Z′)

d
→
Z′

(

→

Z−
→
Z′)

+In(
→
X′) dKC(

→
Z′)

d
→
Z′

(

→

Z−
→
Z′) + KC(

→
Z′) dIn(

→
X′)

d
→
X′

(
→
X −

→
X′);

(22)

b1 = 1 +
1

K(
→
X′)

dK(
→
X′)

d
→
X′

(
→
X −

→
X′) +

1

KC(
→
Z′)

dKC(
→
Z′)

d
→
Z′

(
→
Z −

→
Z′) +

1

A(
→
Y′)

dA(
→
Y′)

d
→
Y′

(
→
Y −

→
Y′);

where a1, b1, are the functions of only the parameters
→
X,
→
Y ,
→
Z,
→
X′,
→
Y′,
→
Z′. In this case, the

following is fulfilled:

a1 → 0; b1 → 1 if
→
X →

→
X′,

→
Y →

→
Y′,
→
Z →

→
Z′.
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Now we perform similar transformations under the same assumptions, but with

accuracy to terms of the order of O

(→X − →X′)i
(

→

Y−
→
Y′)

j

(

→

Z−
→
Z′)

k, where i + j + k = 2.

Then it is easy to obtain Equation (21), but with coefficients a2, b2:

a2 = a1 + KC(
→
Z′) dK(

→
X′)

d
→
X′

dIpl(
→
Y′)

d
→
Y′

(
→
X −

→
X′)(

→

Y−
→
Y′) + KC(

→
Z′)K(

→
X′)
2

d2 Ipl(
→
Y′)

d
→
Y′

2 (

→

Y−
→
Y′)

2

+KC(
→
Z′)

2
d2 In(

→
Y′)

d
→
Y′

2 (

→

Y−
→
Y′)

2

+ In(
→
Y′)
2

d2KC(
→
Z′)

d
→
Z′

2 (
→
Z −

→
Z′)

2

+ 1

KC(
→
Z′)

dKC(
→
Z′)

d
→
Z′

dIpl(
→
Y′)

d
→
Y′

(
→
Z −

→
Z′)(

→

Y−
→
Y′);

(23)

b2 = b1 +
1

2K(
→
X′)

d2K(
→
X′)

d
→
X′

2 (
→
X −

→
X′)

2
+ 1

2A(
→
Y′)

d2 A(
→
Y′)

d
→
Y′

2 (
→
Y −

→
Y′)

2

+ 1

2KC(
→
Z′)

d2KC(
→
Z′)

d
→
Z′

2 (
→
Z −

→
Z′)

2

+ 1

KC(
→
Z′)

dKC(
→
Z′)

d
→
Z′

(
→
Z −

→
Z′)

[
1

K(
→
X′)

dK(
→
X′)

d
→
X′

(
→
X −

→
X′)

+ 1

A(
→
Y′)

dA(
→
Y′)

d
→
Y′

(
→
Y −

→
Y′)

]
;

(24)

where
d2 f (

→
v )

d
→
v

2 =
l

∑
k=1

∂

∂vk

[
m

∑
i=1

d f (vi)

dvi

]
.

If we expand Equation (17) into a multiple series of variables
→
X,
→
Y with the accuracy

of O

[
(
→
X −

→
X′)

i
(
→
Y −

→
Y′)

j
(
→
Z −

→
Z′)

k
]

, where i + j + k = L (L is any arbitrary large positive

integer), we can obtain an analog of Equation (21) with the replacement of the coefficients

a1, b1 by aL, bL. The latter are determined by the derivatives of the functions KC(
→
Z′), K(

→
X′),

A(
→
Y′), Ipl(

→
Y′) of the order up to L, including any L, do not depend on either the intensity

I′ or the impurity concentration C.
To find the parameters aL, bL, it is necessary to measure the signals of the analytical-line

intensities of the two standards I′1, I′N with impurity concentrations C1, CN , respectively.
Further we shall omit index L, meaning that this number is arbitrary. Applying the known
intensities I1, IN for the standards with numbers 1, N before the changes in spectrometer
parameters, for the required parameters using Equation (15) we have:

b =
I′N − I′1
IN − I1

; a = IN − bI′N . (25)

Thus, we obtain that if the spectrometer-transmission coefficient K(
→
X′) does not

depend on the analytical-line intensity before it enters the spectrometer slit-light entrance
system I0 and the recording-system conversion coefficient is not determined by the intensity
Il , then the assumption about the linear relationship between the intensities, as recorded by

the recording system before and after the spectrometer’s parameter modifications
→
X,
→
Y ,
→
Z

is valid.
We assume now that K = K[

→
X, I0(

→
Y)] = K̃(

→
X,
→
Y). But the conversion coefficient

KC(
→
Z′) is still the function of only the parameters

→
Z′. We expand function K̃(

→
X,
→
Y) in a
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Taylor series expansion in powers of (
→
X −

→
X′), (

→

Y−
→
Y′). In this case, when we expand in

powers of (
→
X −

→
X′), (

→
Z −

→
Z′) we allow the arbitrary number of terms L, but in powers of

(
→
Y −

→
Y′) we only allow two terms. Then, performing similarly, we obtain the relationship

between the intensities I, I′ as follows:

I = aL1 + bL1 I′ + dL1 I′2, (26)

where the parameters aL0, bL0 (as well as aL, bL) are determined by the derivatives of the

functions K̃(
→
X′,
→
Y′), A(

→
Y′), Ipl(

→
Y′) of the order up to and including L (we do not provide

the formulas because they are cumbersome). For the parameter dL0, the following is true:

dL0 =
1

A(
→
Y′)

dA(
→
Y′)

d
→
Y′

(
→
Y −

→
Y′)

L

∑
l=0

1
i!

∂iK̃(
→
X′,
→
Y′)

∂
→
X′

i (
→
X −

→
X′)

i
. (27)

Similarly, if we expand K̃(
→
X,
→
Y) into a double Taylor series up to the terms that are

proportional to (
→
X −

→
X′)

L
(
→
Y −

→
Y′)

M
, and the function A(

→
Y′) up to the terms that are

proportional to (
→
Y −

→
Y′)

L
, then we obtain the relation between the values I, I′ in the form

of the polynomial dependence of the order of M + 1 by a variable I′, and the particular case
in which M = 1 is Equation (26). It is clear that in the case when the conversion coefficient

KC(
→
Z, Il) depends on the incoming CCD radiation intensity Il , similarly, depending on the

number of terms of this value in the Taylor expansion with accuracy up to the number of

linear terms in powers of (
→
Y −

→
Y′) and (

→
Z −

→
Z′), there is a case when the correlation (26)

is valid.
Thus, based on the analysis performed, we may conclude that the form of analytical-

signal dependence on the spectrometer parameters (y1, . . . , yg) =
→
Y (responsible for

radiation-intensity formation before it enters the spectrometer’s slit-light entrance sys-
tem) does not affect the linear character of the relationship between the intensities I, I′

if the spectrometer-transmission coefficient does not depend on these parameters, and
the conversion coefficient is independent of the incoming CCD radiation intensity. On
the contrary, the dependence of this coefficient on I0 and/or the conversion coefficient
on Il leads to the deviation of function I(I′) from the linear one. That being said, the

parameter-dependence type of the values (x1, . . . , xs) =
→
X denoting the relation between

I, I′ does not also depend on its linearity.
Considering the aforesaid, we obtain the calibration curve after the calibration when

K = K(
→
X), KC = KC(

→
Z′)as follows:

C = FA[b(I′ − I′F)]; I′F =
(IF − a)

b
. (28)

If I′ = I′F, then, according to Equations (8) and (10), the following is satisfied:
C = FA[b(I′ − I′F)] = 0.

Similarly, with the dependences of intensities I, I′ on the form of Equation (26) to
find the parameters aL0, bL0, dL0, we need three standard samples. We do not provide the
formulas to find the required parameters as they are found using conventional methods by
solving a system of inhomogeneous, linear algebraic equations.
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4. Discussion

To verify our findings, we used data obtained by several SPAS-02 and SPAS-05 emis-
sion spectrometers while determining the elemental composition of low- and medium-
alloyed steels.

Figure 3 shows the calibrations to determine the carbon content in low- and medium-
alloyed steels by standard samples UG0a—UG9a, UG0e–UG9e, UG0k–UG9k, RG25a–
RG31a for a SPAS-02 spectrometer (serial numbers № 22, 25, 26) and a SPAS-05 spectrometer
(serial number № 18). The analytical carbon line CI 193.09 nm was used in this case. There
are two types of calibration lines described: accounting for plasma background by the
conventional algorithm (see above) and by adjusting using the suggested algorithm. The
calibration curves were reduced to the same intensity range because the transmission
coefficients of different devices may significantly vary. The corresponding coefficients were
determined provided that the intensities of all devices were reduced to the same range of
values I − IF in the area of low carbon concentrations.
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Figure 3. Calibration curves to determine carbon concentration in low- and medium-alloyed steels on
SPAS-02 and SPAS-05 emission spectrometers. The curves are reduced to the same relative intensity
range by multiplying by the coefficients k; 1–4 are calibration curves FA(I − IF), plotted by the
developed algorithm with accurate accounting for plasma background, and 5–8 are plotted by the
conventional algorithm for SPAS-05, serial number №18, k = 0.38; SPAS-02, serial number №22,
k = 1.07; SPAS-02, serial number №25, k = 1.37; SPAS-02, serial number №26, k = 1, respectively.

It can be seen that in the area of relative carbon content lower than 0.15–0.3% (according
to the particular device), the calibration-curve slope (2) begins to rise, which results in the
several-fold increase of the RMS deviation of the determined concentration.

Simultaneously, the curves that were adjusted for the accurate background accounting
in the area of low concentration have the form of straight lines with the slope of one. This
is known to be optimal for emission-spectral-analysis calibration [22,23].

Figure 4 shows the dependences of slope calibrations D0(I), both unadjusted and
adjusted for the accurate accounting of the plasma background DF(I) of the data in Figure 3
(SPAS-02 spectrometers, serial numbers №22, 26). Functions D0(I), DF(I) are determined
by the following equations:

(I) =
I

F(I)
dF(I)

dI
;DF(I) =

I − IF
FA(I − IF)

dFA(I − IF)

dI
. (29)
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Figure 4. The dependence of the calibration-curve slope D0(I), DF(I) on relative spectral-line inten-
sity, shown in Figure 3, for SPAS-02 emission spectrometers, serial numbers №22 (1-D0(I), 3-DF(I)),
№25 (2-D0(I), 4-DF(I)).

It can be seen that in the area of low relative intensities, the value D0(I) is more than
an order higher than the optimal value equal to 1. If I is further decreased, it becomes
subzero, which lacks any physical meaning. That is why it is not shown in Figure 4 beyond
this value area of I.

On the contrary, the slope DF(I) of the adjusted calibration curve in the whole area of
I > IF is close to 1, which ensures a minimum RMS deviation while measuring concentrations.

It should be noted that introducing coefficients k before the relative intensity will
reduce all the calibrations that were plotted with an accurate accounting of the plasma
background to close curves related by a linear transformation (see Figure 5), despite the
fact that:

• Various technologies for both spectrograph and generator (SPAS-02 and SPAS-05)
manufacturing are utilized.

• Spectrometers have significantly different focus near the CI 193 nm line (the line width
differs by up to twice);

• Various sets of standard samples (UG0a–UG9a, UG0e–UG9e, and UG0k–UG9k) are used.

This, in turn, creates opportunities for the primary calibration of spectrometers for
specific types of alloys by a recalibration algorithm with linear-intensity transformation
(see above), rather than by sets of dozens of standard samples.

Figure 6 shows the calibration curves plotted by the conventional algorithm without
accurate accounting for plasma background.

Figures 7 and 8 show the calibration curves used to determine, for low- and medium-
alloy steels, P, Ti, respectively, on SPAS-05 emission spectrometer, serial number №18,
plotted with accurate accounting for plasma background by the conventional algorithm
(see above) and adjusted by the developed algorithm. There are also the nameplate concen-
trations of the standard samples that were used. These data confirm the uniformity of the
results obtained when determining carbon in steels.
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Figure 5. Calibration curves, plotted by the developed algorithm with accurate accounting for plasma
background, to determine carbon concentration in low- and medium-alloyed steels on SPAS-02 and
SPAS-05 emission spectrometers in the low concentration range (0.005–0.05%). The curves are plotted
for: 1-SPAS-05 serial no. 18; 2, 3, 4-SPAS-02 serial numbers 22, 25, 26.
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Figure 7. Calibration curves to determine phosphorus concentration in low- and medium-alloyed
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3—nameplate concentration values P in a SS.
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5. Conclusions

Thus, the developed algorithm for the accurate accounting of plasma background
radiation in the analytical-lines area enables:

• The significant reduction in RMS deviation while determining low impurity con-
tent in samples due to the optimal slope of the calibration curve in the area of low
impurity concentrations;

• The scaling down of the detection limit of the sample impure element, in case plasma
background radiation inaccuracy exceeds 3σ of the background (where σ is the RMS
deviation of the plasma background radiation from its average statistical value);
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• The use, in commercial factory device calibration, of a maximum of two standard
samples, rather than several dozens of them, to find linear-conversion parameters of
the analytical-line intensity of a certain element by the recalibration algorithm.

We have clarified the conditions under which it is possible to apply conventional
recalibration techniques (i.e., how the changes in a spectrometer parameters influence
calibration curves during its continuous operation). Namely, this algorithm can be applied
only in the case when the conditions for analytical-line intensity formation in plasma
do not change while the device is in use, i.e., the spectrum-excitation-source parameters,
inter-electrode distance, and in the case of utilizing specific plasma-forming gases, their
purity, etc., stay unchanged. The algorithm is also applicable if there is a change in the
transmission coefficient of the spectrometer and the parameters of analytical-line-intensity
conversion into an electric signal.

Thus, special attention should be paid to the stability of the spectrum-excitation-source
parameters when developing emission spectrometers.

It is defined that the linear relationship between the intensities measured by an
emission-spectrometer recording system, when their parameters change, can only be
implemented if the coefficients of transmission and intensity conversion into an electric
signal by the recording system are independent of the analytical-line intensity. Otherwise,
it is necessary to raise the degree of the polynomial relationship between these intensities,
and therefore, to increase the number of standard samples required for recalibration.
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Appendix A

We shall closely investigate the validity of the assumption that the calibration-curve
shape of the dependence of the measured (not emitted by impure atoms in the light source)
analytical-line intensity of the impure atoms on their concentration in an analyzed sample,
under the parameters changes of an in-service spectrometer, is constant. Practice shows
that in most cases this assumption is valid. However, in a number of cases, calibration-line
recalibration carried out according to the algorithm based on this assumption does not
result in spectrometer recovery. As a result, we need to determine the conditions under
which this assumption is valid.

As has been noted, the relation of the analytical-line-radiation intensity I0 at the

spectrometer’s entrance slit depends on its impurity concentration and the parameters
→
Y

(see Equation (15)):

I0 = I0(C,
→
Y)→ C = I0

−1(I0,
→
Y), (A1)

where I0
−1(w,

→
Y) is the function inverse of the function w = I0(C,

→
Y) (w = some scalar) i.e.,

for which at any w the identity is satisfied:

w ≡ I0[I0
−1(w,

→
Y),

→
Y ].
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Considering Equations (17) and (18) as equations to determine concentration C, taking
into account Equation (20), we can obtain:

C = I0
−1
[

I−IF

K̃(
→
Z ,
→
Y)K(

→
X)

,
→
Y ] = I0

−1 [ I′−I′F
K̃(
→
Z′ ,
→
Y′)K(

→
X′)

,
→
Y′
]

;

IF = K̃(
→
Z,
→
Y)[K(

→
X)Ipl(

→
Y) + In(

→
X)];

I′F = K̃(
→
Z′,
→
Y′)[K(

→
X′)Ipl(

→
Y′) + In(

→
X′)].

(A2)

In Equation (A2) the type of the inverse function I0
−1(w,

→
Y) is clearly determined by

the dependence of the function I0(C,
→
Y) on the argument C and parameters

→
Y . It implies

that, strictly speaking, the equality

I0
−1(w,

→
Y) = I0

−1(w′,
→
Y′) (A3)

for the arbitrary function I0 = I0(C,
→
Y) is not true. It is possible if

→
Y =

→
Y′. That is,

it is correct to apply the conventional recalibration algorithm only if there are not any
in-service changes to the spectrometer’s unit parameters that are responsible for analytical-
line intensity before entering the slit-light entrance system: generator parameters, inter-
electrode distance, etc. In this case, the correlations (Formula (A2)) provide:

I − IF =
K̃(
→
Z,
→
Y)K(

→
X)

K̃(
→
Z′,
→
Y′)K(

→
X′)

(I′ − I′F) = ϕ(
→
X,
→
Y ,
→
Z,
→
X′,
→
Y′,
→
Z′)(I′ − I′F) (A4)

Thus, we obtained the already-known result. In the case when the transmission and
conversion coefficients are independent of the intensity I0, the relation between values I
and I′ is linear. However, in contrast to previously obtained results, where the conversion
coefficients are expressed only through the spectrometer characteristics after their change,
in (Formula 4) there are characteristics both before and after the change.

Additionally, in agreement with the previously obtained results in Equations (A2) and

(A4) we conclude that if values K(
→
X, I0), K̃(

→
Z,
→
Y , I0) depend on the intensity I0, then the

function I = FI(I′) becomes non-linear. Indeed, in this case, Equations (17) and (18) to
determine I0 as the intensity function I cease to be linear.

The following presents the key parameters of the SPAS-02 (http://activespectr.com/sites/
default/files/docs/spectrometer-spas-02-brochure.pdf accessed on 15 February 2022) and SPAS-
05 (https://spas05.com/sites/default/files/docs/spektrometr-spas-05-buklet.pdf accessed on 10
March 2022) emission spectrometers, which were used to test the proposed algorithm:

• Paschen-Runge optical configuration;
• Rowland circle diameter: 330 mm;
• inverse dispersion: 1.4 nm/mm;
• diffraction grating: 2100 lines per mm;
• a system of multi-element CCDs with a total number of channels exceeding 25,000 and

a channel size of about 8 µm;
• spectral range: 174 to 455 nm (non-vacuum version: 185 to 457 nm);
• automated profiling with drift correction;
• spectral resolution not exceeding 0.05 nm.
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