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Abstract: Synchronistical localization, separation, and reconstruction for multiple sound sources are
usually necessary in various situations, such as in conference rooms, living rooms, and supermarkets.
To improve the intelligibility of speech signals, the application of deep neural networks (DNNs) has
achieved considerable success in the area of time-domain signal separation and reconstruction. In this
paper, we propose a hybrid microphone array signal processing approach for the nearfield scenario
that combines the beamforming technique and DNN. Using this method, the challenge of identifying
both the sound source location and content can be overcome. Moreover, the use of a sequenced
virtual sound field reconstruction process enables the proposed approach to be quite suitable for a
sound field which contains a dominant, stronger sound source and masked, weaker sound sources.
Using this strategy, all traceable, mainly sound, sources can be discovered by loops in a given sound
field. The operational duration and accuracy of localization are further improved by substituting the
broadband weighted multiple signal classification (BW-MUSIC) method for the conventional delay-
and-sum (DAS) beamforming algorithm. The effectiveness of the proposed method for localizing and
reconstructing speech signals was validated by simulations and experiments with promising results.
The localization results were accurate, while the similarity and correlation between the reconstructed
and original signals was high.

Keywords: beamforming; deep neural network; sound sources localization; sound sources separation
and reconstruction

1. Introduction

Deep learning-based sound source separation and reconstruction methods have sig-
nificantly progressed in recent years [1,2]. Relevant speech signal state-of-the-art neural
network technologies can be applied in various scenarios, such as speech enhancement and
human–computer interactions [3–6]. As has been reported, the denoising performance of
deep neural networks (DNNs) in signal processing areas is promising in low signal-to-noise
ratios and reverberant environments [7,8]. However, in certain situations, for example,
the active greetings of service robots in supermarkets and residences, accurate physical
positions of the sound sources and accurate descriptions of the content of the acoustic
signals are required. The spatial information of sound sources can also be useful for signal
enhancement and other post-processing approaches. For the aforementioned and other
potential scenarios, we propose a hybrid multichannel signal processing approach using a
set of microphones for multiple sound source localization, separation, and reconstruction.

Over the past few decades, a variety of sound source separation and reconstruction
methods have been developed for automatic speech recognition (ASR) systems. The multi-
channel blind source separation (BSS) technique, which is based on independent component
analysis (ICA), is one of the most widely used methods [9–12]. In a large number of ICA
methods, the well-known fast-ICA is one of the most popular BSS techniques for separating

Appl. Sci. 2022, 12, 3428. https://doi.org/10.3390/app12073428 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app12073428
https://doi.org/10.3390/app12073428
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://doi.org/10.3390/app12073428
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12073428?type=check_update&version=1


Appl. Sci. 2022, 12, 3428 2 of 17

and estimating non-Gaussian sound sources without any prior knowledge of the mixing
process [10,13]. It is based on the optimization of a contrast function that measures the
non-Gaussianity of the source. When the non-Gaussian nature of the modified signals
is maximized, these modified signals are considered to be independent signals. As a
result, the independent sources can be separated by iteratively modifying the mixed signals
with a so-called unmixing matrix. The main advantage of the fast-ICA technique is its
computational efficiency. These techniques have promising results for the separation
of multiple independent sound sources. However, the locations of the sound sources
cannot be determined directly after they are applied. The ASR system utilizes the artificial
neural network (ANN) or DNN as a classification decoder to transcribe speech signals
into words and text. Prior knowledge of speech signals, such as their acoustic features,
and the pronunciation dictionary (PD) are required before processing [9]. Recently, the
ASR system has been improved and developed to work with ego noise and to locate the
sound source by binaural sound source localization (SSL) [14]. For the humanoid robot
ASR system introduced in [14], the utilization of spatial information from binaural SSL
could significantly improve the accuracy of speech recognition, even in a reverberant
environment. As stated in [14], the spatial information decoded by microphones could be
used to achieve multi-perception fusion between the auditory and visual senses of artificial
intelligence (AI). However, except for the presence of prior knowledge, the other drawback
of this method is that it requires a large number of sound sources.

An alternative to the aforementioned methods is the larger microphone array, which
could provide a more accurate coordinate value in the scanning area instead of an incident
angle [15]. Using a large microphone array, the acoustic imaging and signal processing
approach, which contains near-field acoustical holography (NAH) and beamforming, has
been widely applied in various industrial scenarios [16–19]. The NAH technique could
map the sound field at every frequency of interest measured by the array. Therefore, a
very precise sound source distribution can be provided because of the short-wave radiating
distance between the microphone array plane and the sound source plane [18]. However,
in many applications, a microphone array cannot be installed at such a short distance from
the source plane. In addition, the area of the measured plane is limited to the dimension of
the microphone array.

Various acoustic beamformers are regarded as the most suitable approaches for sound
source localization in the far field, such as speech enhancement and human–computer
interactions in indoor public areas. Beamforming techniques have been developed for
decades [20,21]. In addition, an attempt to integrate neural networks (NNs) with acoustic
beamformers has proved that NNs could work as front-end in ASR systems for practical
SSL scenarios [22–24]. Every microphone channel signal of this neural mask-based beam-
former is pre-processed through NNs directly, to achieve high recognition rates in far-field
scenarios. With respect to acoustic beamformers, in the SSL area, most of the acoustic beam-
formers are operated in the frequency domain for more accurate localization performances
and shorter processing durations, such as in the widely used, linearly constrained mini-
mum variance (LCMV) method, the multiple signal classification (MUSIC) technique, and
the well-known deconvolution methods, including the CLEAN algorithm and the deconvo-
lution approach for the mapping of acoustic sources (DAMAS) algorithm [25–30]. However,
to simultaneously acquire the signal features of sound sources in the time domain with
their spatial information, the use of the conventional delay-and-sum (DAS) beamforming
algorithm is regarded as a prerequisite so that the localization, separation, and reconstruc-
tion approaches of the multiple sound sources can be achieved concurrently [20]. The
time-domain DAS beamforming algorithm utilizes a weighting function to compensate for
the time delay in each measurement channel, and the compensated signals reinforce each
other so that their summation can be maximized [31]. Wang et al. proved that a roughly
estimated time series could be obtained at each scanning point with two sound sources in
the scanning area, experimentally, by weighting different time delays and compensating
for distance attenuations for each measurement channel [32]. Thus, after the location of the
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sound source is determined by calculating the maximum summation of the compensated
signals on the scanning plane, a preliminary estimated signal of the dominant sound source
can be obtained. Based on this, the main logic of the proposed signal processing approach
is that, first, the location and rough time-domain features of the dominant sound source can
be identified and characterized by a time-domain DAS beamformer. Then, the denoising
approach is performed using supervised learning DNNs [33] so that the dominant sound
source can be reconstructed. Subsequently, the signals from the dominant sound source are
subtracted from the originally received signals, and the initial beamforming sound map
is updated. Since the dominant sound source is localized and reconstructed, the received
signals of all channels will be subtracted by this dominant source signal to perform the
next iteration. By repeating this loop, multiple sound sources in the sound field can be
localized and reconstructed. As the time consumption of time-domain DAS beamformer
is extremely high, to achieve the real-time localization and separation performance, the
computing speed could be improved by using a frequency-domain beamformer to estimate
the initial location of the dominant sound source. Considering the broadband feature of the
speech signal, a broadband weighted multiple signal classification (BW-MUSIC) method
is used in this study to balance the selection of the computed frequency and computation
time [34]. Moreover, to make full use of the feature information contained in the speech,
four parameters are extracted from the pending signal: the mel-frequency cepstral coef-
ficients (MFCC), amplitude modulation spectrum (AMS), gammatone filter bank power
spectra (GFPS), and relative spectral transformed perceptual linear prediction coefficients
(RASTA-PLP) [35,36]. A schematic of the proposed method is shown in Figure 1.
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Section 2 describes the proposed algorithms and theoretical methods used in this
study. Sections 3 and 4 present the simulations and experimental studies, respectively, with
the corresponding discussions.
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2. Methodologies
2.1. Sound Source Localization

Unlike frequency-domain acoustic beamformers, which have undergone rapid de-
velopment, few time-domain algorithms have been proposed in the past because of their
high computational cost [37]. One of the most famous acoustic beamformers is the conven-
tional DAS beamformer, which is considered effective and accurate for localizing moving,
transient, and broadband sound sources based on various indicators, such as the peak
value and root mean square (RMS) [20,38]. For an accurate localization performance, the
spherical wave-front assumption of the sound wave propagation model is adopted so that
the scanning region is meshed with certain horizontal and vertical coordinates.

Figure 2 illustrates the spherical wavefronts from N, point sound sources, incident on
a linear array of M, microphones. The sound signals received at the mth (m = 1, 2, . . . , M)
microphone can be expressed as

pm(t) = x1
m(t) + x2

m(t) + . . . + xk
m(t) + . . . + xN

m (t)

= 1
4π

N
∑

n=1
r−1

nmsn

(
t− rnm

c0

)
+

N
∑

n=1
Φn(t)

, (1)

where n = 1, 2, . . . , N, and the total sound signals received by the microphone array, can
be expressed as

p(t) =
[

p1(t) p2(t) . . . pm(t) . . . pM(t)
]T , (2)

where xk
m(t) =

1
4π r−1

km sk

(
t− rkm

c0

)
+ Φk(t) is the signal from the kth sound source, Φk(t) is

the incoherent noise, 1
4π r−1

km represents the sound pressure attenuation factor due to the
distance between the sound source and microphone, rkm

c0
represents the time delay, and

c0 is the speed of sound. With respect to a positional parameter rm, which is the distance
between the scanning point and the mth microphone, an intentional compensating time
delay rm

c0
is applied to each measured signal, and the traditional DAS beamformer output

can be derived by summing and averaging all the delayed signals, i.e.,

b(rm, t) =
1
M

M

∑
m=1

pm

(
t− rm

c

)
, (3)

and it is a function of time and space [20,37]. To indicate the spatial information of the
dominant sound source in the scanning area only, an expectation operator, E, is applied
such that the corresponding beamforming power can be expressed as

β(rm) = E
[
|b(rm, t)|2

]
. (4)

To achieve a higher accurate localization performance, the MUSIC algorithm uses the
eigen-decomposition of the correlation matrix of the measured sound signal to extract the
signal and noise subspaces. After the eigen-decomposition of the correlation matrix, it can
be observed that the eigenvectors of the noise subspace are orthogonal to the basis vectors of
the signal subspace. Furthermore, the MUSIC beamforming output can be calculated by the
inverse of a designed scan vector, which belongs to the subspace obtained by multiplying
the signal subspace by the correlation matrix of the noise subspace [20,27,34].
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Considering the measured, complex sound field described in Equation (2) of a specific
frequency bin, ω, (2) can be expressed as

p(ω) = [ p1(ω) p2(ω) . . . pM(ω) ]
T , (5)

and the measured correlation matrix R is

R(ω) = E[p(ω)p(ω)H ], (6)

where each element represents the correlation between two microphone signals. The
correlation matrix can be expressed in an eigen-decomposition form:

R = UDUH . (7)

Because the columns of U are orthogonal, the correlation matrix can be separated into
two parts:

R = UDUH

= UsnDsnUH
sn + UnDnUH

n
, (8)

where Usn ∈ Cm×κ and Dsn ∈ Rκ×κ represent the signal subspace corresponding to the κ
largest eigenvalues of R, and Un ∈ Cm×(m−κ) and Dn ∈ R(m−κ)×(m−κ) represent the noise
subspace [20]. Because Un is orthogonal to the basis vectors of the signal subspace, the
beamforming power calculated from the correlation matrix consisting of these eigenvectors
is minimal for a scan vector w(rm) belonging to the signal subspace. The inverse of this
beamforming power indicates that the source location has a maximum value when the scan
vector w(rm) belongs to the signal subspace:

βMU(rm) =
1

w(rm)
HUnUH

n w(rm)
. (9)

Considering the different contributions of each frequency in the spectrum, a weighted
broadband MUSIC output can be expressed as

βWBM(rm) =
1
N

fN

∑
f= f0

F( f )βMU(rm, f ), (10)

where the narrowband MUSIC output is averaged and weighted by the different con-
tributions in the spectrum for each frequency bin, f [34]. Therefore, the interference of
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the non-dominating frequency band can be eliminated during the computation of the
beamforming maps.

2.2. Preliminary Signal Estimation

Because the location of the kth sound source can be indicated by (10)—in other words,
rm is known—the estimated temporal characteristics of the kth source can be obtained by
taking the average of all the weighted signals:

x̂k
m(t) =

1
M

M

∑
m=1

4πrkm pm

(
t +

rkm
c0

)
. (11)

In (11), the weighted signal pm(t) is amplified to compensate for the time delay and
attenuation of the amplitude due to the travelling distance of the sound wave from the
source to each microphone. By substituting (1) into (11), the temporal estimation of the kth
source can be rewritten as

x̂k
m(t) = 1

M

M
∑

m=1

N
∑

n=1
rkmr−1

nmsn

(
t− rnm

c0
+ rkm

c0

)
+ 1

M

M
∑

m=1

N
∑

n=1
4πrkmΦn

(
t + rkm

c0

)
= sk(t) + ek(t)

. (12)

In (12), the estimated source signals are divided into two parts by simplification: the
first part is the real source signal sk(t), while the second part could be considered the
error function ek(t), which represents the difference between the real source signal and
estimated signal:

ek(t) = 1
M

M
∑

m=1

k−1
∑

i=1
rkmr−1

im si

(
t + rkm−rim

c0

)
+ 1

M

M
∑

m=1

N
∑

j=k+1
rkmr−1

jm sj

(
t +

rkm−rjm
c0

)
+ 1

M

M
∑

m=1

N
∑

n=1
4πrkmΦn

(
t + rkm

c0

) . (13)

In general, the right side of ek(t) contains three parts: (1) the contribution of the sound
sources that have been localized before the kth source, (2) the contribution of the sound
sources that have not been localized after the kth source, and (3) the contribution of the
incoherent noise from each measurement signal. First, compared with the real source signal,
sk(t), a weighted averaging by the difference between rjm and rim in the error function ek(t)
would suppress the amplitude of si(t) and sj(t) in (12), which means that the amplitude
of ek(t) is much smaller than sk(t). Therefore, x̂k

m(t) can be regarded as a rough estimate
of sk(t). This acceptable hypothesis is the precondition of the following separation and
reconstruction approach. Subsequently, si(t) in the first part of ek(t) can be replaced by
x̂i

m(t). The real source signal, sk(t), can be estimated using an iteration computation as:

ŝk(t) = x̂k
m(t)−

1
M

M

∑
m=1

k−1

∑
i=1

rkmr−1
im x̂i

m

(
t +

rkm − rim
c0

)
. (14)

The virtual received signals could be updated by newly estimated source signals. The
iteration process stops if no additional sound source appears. Finally, all rim in the first part
are obtained from the updated beamforming maps.

It is worth mentioning that the estimation of ŝk(t) by x̂k
m(t) is rather rough, with large

errors in (12). However, the errors that cumulate after the iterative calculations could
significantly affect the reconstruction signals when the number of sound sources is large.
Therefore, DNN technology is introduced to eliminate errors and to acquire an acceptable
estimation of ŝk(t) in the next section.
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2.3. Denoising the Deep Neural Network

To improve the estimation performance in (14), x̂k
m(t) is processed before the subtrac-

tion for each iteration by the DNN [33]. The DNN contains four hidden layers without
any dropout regularization and is pre-trained in an unsupervised manner, with each layer
possessing 2048, 4096, 2048, and 512 hidden neural units. In the training stage, the adaptive
gradient descent method is adopted as the optimization process, in which the learning
rate decreases from 0.08 to 0.001 as the epoch increases, and the mean square error (MSE)
is selected as the loss function to measure the error between the prediction of DNN and
the training target. The sigmoid function is adopted as the activation function in each
hidden layer. Moreover, to make full use of the feature information contained in the
speech, four parameters are extracted from the pending signal: MFCC, AMS, GFPS, and
RASTA-PLP [35,36]. To obtain the MFCC involving the envelope and detail of the frequency
spectrum, each piece of raw data is divided into frames of 20 ms, with a 10 ms overlap. The
Hamming window is applied to each frame, and the short-time Fourier transform (STFT) is
utilized to obtain the power spectrum, which can be converted to 31-dimensional (31-D)
MFCC by a log operation and discrete cosine transform (DCT) in the mel scale. To obtain
AMS, the full-wave rectification and the decreased sample by a factor of 4 are applied to
the speech signal, which is divided into frames of 32 ms, with a 10 ms frame shift. The
Hamming window and a 256-point fast Fourier transform (FFT) are applied to each frame
to obtain the power spectrum, which is converted to a 15-dimensional (15-D) feature by
utilizing 15 triangular windows uniformly centered from 15.6 400 Hz. To obtain GFPS,
a 64-channel gammatone filter bank is applied to the speech signal to obtain sub-band
signals, and the energy spectrum is derived from the energy function to sub-band signals.
It is noted that the RASTA-PLP is the spectral feature of the sound signals. Generally, it is a
modified linear prediction cepstral coefficient to make the extracted power spectrum more
suitable for the processing characteristics of the human ear [39]. To obtain RASTA-PLP,
RASTA filtering is applied to PLP, which can minimize the differences among the dominant
formant structures of different speakers. After converting the power spectrum of the signal
to the bark scale, the log application and RASTA filter were then applied to the resulting
spectrum. Finally, by expanding the filtered log spectrum with an exponential function
and performing a linear prediction analysis, the 13-D RASTA-PLP can be derived. The
characteristics of the pending signal were obtained from these four parameters using their
sequential derivatives. Although the speech signal is usually regarded as a non-stationary
signal, it has been reported that within a diminutive duration range, the speech signal
can be regarded as a stationary signal owing to the motion inertia of the vocal organ [40].
In addition, to preserve the time-domain characteristics of the speech signal spectrum,
in speech signal analysis, researchers usually adopt a 20–30 ms frame length during pro-
cessing [35,41]. As a result, the original irregular signal could exhibit periodic properties
without losing too much edge information.

The Free Surfing-Tech Chinese Mandarin Corpus dataset, which was recorded in a
silent indoor environment by a cell phone, was adopted in the learning and training stage
of DNNs. The dataset contained 855 different speakers with 120 short utterances for each
speaker. A dataset of 700 speakers was randomly selected as the training set, while the
remaining data were the testing set. A suitable training target significantly affects the
performance of the network training. Therefore, in this study, the ideal ratio mask (IRM),
which can be calculated using a 64-channel gammatone filter bank, was utilized as the
training target:

IRM(t, f ) =
(

S2(t, f )
S2(t, f ) + N2(t, f )

)α

, (15)

where S2(t, f ) = s1 and N(t, f ) = s2 + s3 are composed of randomly selected data pieces
s1, s2, and s3 from the training set. S2(t, f ) and N2(t, f ) denote the energy of clean and
background sounds, respectively, in a specific time-frequency unit, and α is a tunable
parameter that scales the IRM [35]. In this study, α was set as 0.5 to achieve better quality
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objective data. The IRM is similar to an ideal Wiener filter [33,35]. The data with a
dimension of 246, the number of frames, the mentioned four features, and their derivations
were utilized as the input of the DNNs. Subsequently, the appropriate mapping from the
frequency spectrum to the training target could be obtained by the DNNs. Finally, the
estimated ratio mask from the network is applied to the frequency spectrum of the mixture
speaker data to obtain the target speech frequency spectrum. Therefore, a clean signal can
be obtained by an inverse fast Fourier transform (IFFT).

The denoising performance of the DNNs was first verified using MATLAB. A mixed
signal with a signal-to-noise ratio (SNR) of 15 dB was processed by the trained DNN, as
shown in Figure 3b. The original signal shown in Figure 3a was randomly selected from
the ST-CMDS data testing set, while the interference noise was generated by mixing two
other randomly selected signals beforehand. Figure 3c shows the estimated result after
denoising processing, which indicates that the original signal was well retained.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 8 of 18 
 

remaining data were the testing set. A suitable training target significantly affects the per-
formance of the network training. Therefore, in this study, the ideal ratio mask (IRM), 
which can be calculated using a 64−channel gammatone filter bank, was utilized as the 
training target: 

( ) ( )
( ) ( )

2

2 2

,
,

, ,
S t f

IRM t f
S t f N t f

α
 

=   + 
, (15)

where ( )2
1,S t f s=  and ( ) 2 3,N t f s s= +  are composed of randomly selected data pieces s1, 

s2, and s3 from the training set. ( )2 ,S t f  and ( )2 ,N t f  denote the energy of clean and back-
ground sounds, respectively, in a specific time−frequency unit, and α  is a tunable pa-
rameter that scales the IRM [35]. In this study, α  was set as 0.5 to achieve better quality 
objective data. The IRM is similar to an ideal Wiener filter [33,35]. The data with a dimen-
sion of 246, the number of frames, the mentioned four features, and their derivations were 
utilized as the input of the DNNs. Subsequently, the appropriate mapping from the fre-
quency spectrum to the training target could be obtained by the DNNs. Finally, the esti-
mated ratio mask from the network is applied to the frequency spectrum of the mixture 
speaker data to obtain the target speech frequency spectrum. Therefore, a clean signal can 
be obtained by an inverse fast Fourier transform (IFFT). 

The denoising performance of the DNNs was first verified using MATLAB. A mixed 
signal with a signal−to−noise ratio (SNR) of 15 dB was processed by the trained DNN, as 
shown in Figure 3b. The original signal shown in Figure 3a was randomly selected from 
the ST−CMDS data testing set, while the interference noise was generated by mixing two 
other randomly selected signals beforehand. Figure 3c shows the estimated result after 
denoising processing, which indicates that the original signal was well retained. 

 
Figure 3. Signal denoised by DNNs. (a) Original signal; (b) mixed signal; (c) estimated signal. 

3. Simulation Results 
To verify the proposed signal−processing approach, numerical simulations were per-

formed using MATLAB. As shown in Figure 4a, three point sound sources were located 
at (0.7 m, 1.4 m), (0.6 m, 0.4 m), and (1.2 m, 0.4 m), and an annular simulative array with 
eight receivers was adopted around the sources. The directivity pattern of the microphone 
array is shown in Figure 4b by assuming a single frequency point source signal in the 
geometric center of the scanning area. 

Figure 3. Signal denoised by DNNs. (a) Original signal; (b) mixed signal; (c) estimated signal.

3. Simulation Results

To verify the proposed signal-processing approach, numerical simulations were per-
formed using MATLAB. As shown in Figure 4a, three point sound sources were located at
(0.7 m, 1.4 m), (0.6 m, 0.4 m), and (1.2 m, 0.4 m), and an annular simulative array with eight
receivers was adopted around the sources. The directivity pattern of the microphone array
is shown in Figure 4b by assuming a single frequency point source signal in the geometric
center of the scanning area.
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The eight-channel measured mixed signal, which is shown in Figure 5, consists of
three randomly selected signals from the ST-CMDS data testing set that do not contain any
additional noise.
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3.1. Traditional Time-Domain Beamforming

Figure 6 shows the simulated beamforming map obtained by the DAS beamformer
using (4) before the first iteration. The hotspot in Figure 6 indicates the location of the
dominant sound source, s1. Because the sound power level (SWL) of s1 was relatively
higher than those of s2 and s3, the locations of the sound sources of s2 and s3 can barely be
observed in Figure 6. Thus, the spatial information from the sound map and the preliminary
estimation of s1 by time-domain DAS is regarded as an initial value, and it can be easily
removed from the mixed signal by the proposed method. A virtual measurement signal is
created such that the first dominant sound source, s1, does not exist.
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Figure 6. Preliminary beamforming map by DAS.

Figure 7 shows the beamforming maps obtained after removing s1. To verify the
effectiveness of the denoising DNNs, the performance of the DAS beamformer with and
without the DNNs was determined through controlled experiments as well. The location
of the dominant sound source, s2, in a virtual upgraded sound area is shown in Figure 7a,b.
The effectiveness of adding the DNNs before removing s1 was not remarkable in this step.

To further separate the measured mixed signal, s1 and s2 were both removed by
analogous processes, while Figure 8 shows the corresponding beamforming maps. In
Figure 8a, which shows a beamforming map obtained without pre-processing by DNNs,
the location of s3 cannot be identified successfully because of the interference caused by the
error generated after removing s1 and s2 from the mixed signal. This problem was resolved
by DNN pre-processing, as shown in Figure 8b, where the location of s3 in the virtual
upgraded sound area can now be observed. The results of virtual sound area reconstruction
and the corresponding source locations shown in Figures 7b and 8b verify the effectiveness
of DNN denoising.
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3.2. Weighted Broadband MUSIC

As the high computation time burden of the time-domain DAS beamformer conflicts
with the real-time localization and separation requirements, an alternative localization
approach, the so-called BW-MUSIC method, was utilized to balance the broadband feature
of the speech signal and the real-time operation performance. In the simulation cases, the
sampling rate of the speech signals from the ST-CMDS data set was 16,000 Hz; therefore,
the analysis frequency band was set to 50–8000 Hz, and the step length was 50 Hz for
the BW-MUSIC method. The total processing duration for one sound source was 78.037 s,
measured by MATLAB with an Intel i7-6700 central processing unit (CPU) and 44 GB of
random access memory (RAM).

The improved localization results obtained with the BW-MUSIC method are shown
in Figure 9, in which the locations of s1, s2, and s3 are denoted in the beamforming
maps conspicuously by the virtual upgraded measurement sound signal. Compared
with Figures 6, 7b and 8b of the DAS beamformer, the localization results of BW-MUSIC
in Figure 9a–c are much more accurate, with minor main-lobe-to-side-lobe ratios (MSRs)
and higher resolution. More specifically, owing to the error elimination by the weighting
summation and averaging calculation in the BW-MUSIC method, the sound sources could
be significantly identified by the main lobes, which are the distinct hotspots in all the three
figures, while the areas of the hotspots are smaller.

3.3. Performance Evaluation of the Localization Results

Table 1 shows the errors in the absolute distance of localization for different simulation
methods. A maximal error of 0.79 m occurs in the DAS beamforming map after removing
s1 and s2 without DNNs. In accordance with the localization results shown in the figures,
the DNN-based beamforming method provides a smaller error, and the localization results
can be observed to be accurate.
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Table 1. Localization errors of the simulations.

Sound Source Localization Method Error (m)

s1
DAS 0

BW-MUSIC 0

s2

DAS without DNNs 0.01
DAS with DNNs 0

BW-MUSIC with DNNs 0

s3

DAS without DNNs 0.79
DAS with DNNs 0

BW-MUSIC with DNNs 0

It is worth mentioning that the virtual measurement signal could not be constructed
perfectly in the time domain. This means that the residual error after removing the domi-
nant sound source could still be comparable in the upgraded sound area. Therefore, the
location of s1 can still be observed in Figure 9b,c. The same conclusion can be drawn from
the signal reconstruction section.

As the interference in the beamforming maps is usually generated by two other sound
sources instead of side-lobes, in this case, the common MSR may lead to an inaccurate
evaluation to describe the localization performance. Therefore, a parameter called the
main-to-second-lobe level (MSEL) was defined and utilized in this study:

MSEL = 20 log10

(
Lm

Ls

)
, (16)

where Lm is the height of the main lobe, and Ls is the height of the second lobe generated
by other sources. Figure 10a shows the MSEL results of the three sources using different
approaches. First, the MSEL of the beamforming maps of the third source obtained by DAS
without DNNs is negative, which means that this method fails to locate the third sound
source, as shown in Figure 8a. The DNNs could significantly improve the MSEL in the
beamforming maps after removing s1 and s2. Second, the MSEL of the BW-MUSIC method
is not always higher than that of the DAS method, even though the BW-MUSIC method
could provide distinct beamforming maps.

The effective SNR ranges of the different approaches were evaluated by MSEL as
well. Since no additional noise was added in this case, the decay rate between the two
adjacent sound sources was utilized to describe the SNR. For example, assuming that the
primary amplitudes of the three sound sources were A1, A2, and A3, the actual amplitudes
of the three sound sources in the simulation would be set to A1, 0.8A2, and 0.64A3 when
the decay rate is 80%. Figure 10b shows the MSEL results of the beamforming maps after
removing s1 and s2, which vary with the decay rate. Apparently, the DAS without DNNs
method could not locate the third sound source at all the SNR ranges, while the other two
approaches failed when the decay rate was lower than 20%. According to the curves shown
in Figure 10b, a decay rate higher than 40% could be a reasonably effective SNR range
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for the DAS with the DNNs method. For BW-MUSIC with DNNs, the criterion should be
higher than 60%.
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3.4. Signal Separation and Reconstruction

The DNN-processed signals were extracted and removed from the mixed signal
simultaneously. The performance of the reconstruction and separation of the original
signals is shown in Figure 11. Figure 11(1a) shows the original s1 from the ST-CMDS
data testing set; Figure 11(1b) shows the reconstructed s1 using the proposed method;
Figure 11(1c) shows the cross-correlation function between them. The same dispositions
are adopted for s2 and s3 in Figure 11(2a–c,3a–c), respectively. It can be noticed that the
signals s2 and s3 contain rare information in the 0–0.5 s range in Figure 11(2a,3a). However,
s1 contains a large amount of information within the same range. Under such conditions,
the three mixed signals were well separated and reconstructed. Only a few residual errors
could be observed in the 0–0.5 s range in Figure 9(2b,3b). Additionally, the sharp peaks
close to 1 in the cross-correlation functions shown in Figure 11(1c,2c,3c) indicate that the
two corresponding signals are strongly coherent with each other, while no time shift can be
found at the horizontal ordinate.
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4. Experimental Study

Experimental validation was carried out in a semi-anechoic chamber of the Institute
of Vibration, Shock, and Noise (IVSN) at the Shanghai Jiao Tong University (SJTU). The
background noise level of the semi-anechoic chamber is 15.6 dB (A), and the cut-off fre-
quency is 100 Hz. The floor of the semi-anechoic chamber is solid, which could act as a
work surface for supporting heavy items. In the experiments, a 56-channel spiral array
with 40 enabled microphones was placed 2.404 m in front of the measurement plane. Three
Philips BT25 Bluetooth loudspeakers were arranged in the measurement plane as sound
sources. The acoustic signals were captured by Brüel & Kjær 4944-A microphones, which
were calibrated by a Brüel & Kjær 4231 94 dB sound pressure calibration before the mea-
surements. The sound pressure analog signals were converted into digital signals using
a 42-channel Mueller-BBM MKII sound measurement system, and the sampling rate was
16,000 Hz. A snapshot of the experimental setup is presented in Figure 12.
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Figure 12. Experimental setup: three loudspeakers and the spiral microphone array in a semi-
anechoic chamber.

As shown in Figure 12, the geometrical center of the spiral array, which was at a height
of 1.39 m from the floor in the experiments, was set as the coordinate origin. Three sound
sources, which were 1.752 m, 1.128 m, and 1.419 m from the floor, were supported by tripods.
A laser level and the band tapes with a 0.001 m accuracy were utilized to measure the sound
source locations. Accordingly, considering the length of the microphones, the coordinates
of the three sound sources were (−0.800, 0.029, and 2.304 m), (0.007 m, −0.262 m, and
2.304 m), and (0.793 m, 0.362 m, and 2.304 m) in a near-field Cartesian coordinate system.
The plane of the microphones was set as the x–z coordinate plane. Three randomly selected
data pieces from the ST-CMDS data testing set were broadcast by loudspeakers on an
endless loop in the measurements. A 40-channel mixed signal is shown in Figure 13.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 14 of 18 
 

measurements. The sound pressure analog signals were converted into digital signals us-
ing a 42−channel Mueller−BBM MKII sound measurement system, and the sampling rate 
was 16,000 Hz. A snapshot of the experimental setup is presented in Figure 12. 

 
Figure 12. Experimental setup: three loudspeakers and the spiral microphone array in a semi−ane-
choic chamber. 

As shown in Figure 12, the geometrical center of the spiral array, which was at a 
height of 1.39 m from the floor in the experiments, was set as the coordinate origin. Three 
sound sources, which were 1.752 m, 1.128 m, and 1.419 m from the floor, were supported 
by tripods. A laser level and the band tapes with a 0.001 m accuracy were utilized to meas-
ure the sound source locations. Accordingly, considering the length of the microphones, 
the coordinates of the three sound sources were (−0.800, 0.029, and 2.304 m), (0.007 m, 
−0.262 m, and 2.304 m), and (0.793 m, 0.362 m, and 2.304 m) in a near−field Cartesian co-
ordinate system. The plane of the microphones was set as the x–z coordinate plane. Three 
randomly selected data pieces from the ST−CMDS data testing set were broadcast by loud-
speakers on an endless loop in the measurements. A 40−channel mixed signal is shown in 
Figure 13. 

 
Figure 13. Forty−channel measured mixed signal in the experimental study. 

The beamforming maps of the localization results obtained by the proposed process 
are shown in Figure 14. By adopting the BW−MUSIC method and denoising DNNs, the 
localization performance was found to be acceptable with obvious main lobes, which in-
dicate the location of the sound source. The side lobes could barely be noticed in all the 
three figures. However, the area of the hotspots was larger than in the simulation results. 
As the experimental chamber is semi−anechoic, the lower resolution in Figure 14, com-
pared to Figure 9, can be attributed to the ground reflection of sound waves. Table 2 shows 
the corresponding errors in the absolute distance of localization by BW−MUSIC. It is in-
dicated that the three sound sources are localized accurately, with a location error of less 
than 0.15 m. 

Figure 13. Forty-channel measured mixed signal in the experimental study.

The beamforming maps of the localization results obtained by the proposed process
are shown in Figure 14. By adopting the BW-MUSIC method and denoising DNNs, the
localization performance was found to be acceptable with obvious main lobes, which
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indicate the location of the sound source. The side lobes could barely be noticed in all the
three figures. However, the area of the hotspots was larger than in the simulation results.
As the experimental chamber is semi-anechoic, the lower resolution in Figure 14, compared
to Figure 9, can be attributed to the ground reflection of sound waves. Table 2 shows the
corresponding errors in the absolute distance of localization by BW-MUSIC. It is indicated
that the three sound sources are localized accurately, with a location error of less than 0.15 m.
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Figure 14. Localization results of the experimental study performed with BW-MUSIC and DNNs:
(a) s1, (b) s2, and (c) s3.

Table 2. Localization error of the experimental study performed with BW-MUSIC and DNNs.

Sound Source Error (m)

s1 0.14
s2 0.11
s3 0.09

A comparison of the original signals from the dataset and the signals reconstructed
by the proposed method is shown in Figure 15. The reconstructed signals shown in
Figure 15(1b–3b) prove that the proposed method can successfully separate the three
sound sources from the mixed measurement signal. However, the apparent discrepancy
between the original and reconstructed signals indicates a worse performance of the
signal reconstruction in the experimental study compared with the simulation results.
As background noise is generated from the sound measurement system and the ground
reflection interference of sound waves, in future work, a more robust denoising DNN for a
lower SNR will be explored to improve the reconstruction performance.
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5. Conclusions

The aim of this paper is to present a conceivable approach for real-time, multiple
sound source, synchronistical localization, separation, and reconstruction. Its performance
regarding the processing of speech signals from the ST-CMDS dataset was investigated
through simulations and experiments. The major conclusions of this study are as follows.
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1. By adopting the beamforming technique and denoising DNNs by numerical simu-
lations and experimental studies, it is feasible to localize and separate the mixed multiple
sound sources of speech signals in the time domain. The sound map of a DAS beamformer
is formed by the superposition of the contributions of all sources in the sound field. Sources
with lower SWLs may be masked by other sound sources with higher SWLs. Accordingly,
compared with the traditional beamforming methods for multiple sound source localiza-
tion, the proposed approach is quite suitable for a sound field containing a dominant sound
source with masked weak sound sources, owing to the signal removal and virtual sound
field reconstruction iteration. A decay rate higher than 60% could be an effective SNR range
for the proposed method.

2. The time-domain signals were estimated and denoised using the DAS beamformer
with DNNs. However, in reality, the computational cost of the time-domain DAS beam-
former is unsuitable for potential applications. Thus, the localization procedure in the
proposed approach is improved by the BW-MUSIC method, which is more flexible for
broadband speech signals with an adjustable operational speed in the frequency domain.
In particular, the accuracy and resolution of the sound source locations are enhanced by
the BW-MUSIC method. The sound sources are localized accurately with a location error
less than 0.001 m in the numerical simulations, and 0.15 m in the experimental study. The
temporal characteristics of the source signals are well-extracted from the measurement
signals during simulations, yet the signal reconstruction performance in the experiments is
worse because of the ground reflection of sound waves and background noise.

3. The proposed approach could provide a potential criterion for determining whether
a small hotspot in a beamforming map is the main lobe of a weaker source or the side lobe
of a stronger source at another place, as each main sound source could be plotted on the
beamforming map separately by iterations. This can be regarded as an alternative approach
for source number estimation in a given sound field.
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