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Abstract: This paper investigates the air–ground cooperative time-varying formation-tracking control
problem of a heterogeneous cluster system composed of an unmanned ground vehicle (UGV) and
an unmanned aerial vehicle (UAV). Initially, the structure of the UAV–UGV formation-control system
is analyzed from the perspective of a cooperative combat system. Next, based on the motion
relationship between the UAV–UGV in a relative coordinate system, the relative motion model
between them is established, which can clearly reveal the physical meaning of the relative motion
process in the UAV–UGV system. Then, under the premise that the control system of the UAG is
closed-loop stable, the motion state of the UGV is modeled as an input perturbation. Finally, using a
linear quadratic optimal control theory, a UAV–UGV formation-maintenance controller is designed
to track the reference trajectory of the UGV based on the UAV–UGV relative motion model. The
simulation results demonstrate that the proposed controller can overcome input perturbations, model-
constant perturbations, and linearization biases. Moreover, it can achieve fast and stable adjustment
and maintenance control of the desired UAV–UGV formation proposed by the cooperative combat
mission planning system.

Keywords: UAV–UGV; cooperative engagement; optimal control; time-varying output formation;
formation keeping

1. Introduction

In the wake of rapid development of information technology (IT), artificial intelligence
(AI), and unmanned equipment, as well as their common application in the military field,
the traditional combat style, in which each platform uses its own sensors and weapon sys-
tems to detect, track, and strike targets individually, can no longer meet the needs of digital
warfare. As an emerging combat style, cooperative operations can organically link various
geographically dispersed sensors, command and control systems, and weapons systems
into a cross-platform information network. In this manner, it is possible to connect and
share battlefield information, obtain real-time situational awareness of the battlefield, and
improve the integrated combat effectiveness. Cooperative combat has received increasing
academic attention in recent years. However, current research on cooperative operations
mainly focuses on multi-missile cooperative guidance [1–3], formation control [4–6], forma-
tion design [7–9], path planning [10–12], and multitarget assignment [13–15]. Research on
air–ground cooperative operations is currently lacking.

Unmanned aerial vehicles (UAVs) and unmanned ground vehicles (UGVs) are the two
most representative objects in a cluster system. Although UAVs can quickly reconnoiter
a wide area, they are limited by endurance and flight altitude, which prevents them from
carrying out their given tasks in special environments. For UGVs, they are able to approach
targets at a close range and have a high endurance, but are slower and have a limited
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field of view. The advantages and disadvantages of UAVs and UGVs are summarized
in Table 1. For a UAV–UGV cooperative formation, they can make full use of the advan-
tages of spatial distribution, parallel execution of tasks, functional distribution, and fault
tolerance, so that they can complement each other to compensate for the shortcomings
of a single type of object and effectively improve the outcome of cooperative operations.
For example, in the reconnaissance of complex terrain conditions, combat reconnaissance
vehicles are often unable to detect effectively owing to obstacle blockages in the surround-
ing environment, and may even suffer communication losses between multiple vehicles.
Introducing multiple UAVs to allow for formation control to achieve companion-flight
cooperative reconnaissance can provide a large range of environmental information for
the overall reconnaissance decisions of ground vehicles. Additionally, UAVs can be used
as a communication relay in the case of ground communication obstacles to realize the
complementary advantages and cooperation of the cluster system [16,17].

Table 1. Advantages and disadvantages of UAVs and UGVs.

Type of UAV Advantages Disadvantages

UAV

Small fixed-wing UAV
Fast velocity

Wide field-of-view
Excellent communication

Low load capacity
Low observation accuracy

Small rotary-wing UAV Vertical takeoff landing
Good reconnaissance Low load capacity

UGV High load capacity
Precise observation of ground targets

Small field-of-view
Low velocity

Weak communication

Based on this demand for engineering applications, many scholars have conducted
research on the air–ground cooperative control between UAVs and UGVs. As an emerging
research field, its theoretical knowledge and technical aspects involve the intersection of
several disciplines and technical fields, such as embedded systems, aerodynamics, and
control theory, which includes path tracking, formation clustering, automatic landing,
and other research fields characterized by many research contents and difficulties [18,19].
This highlights that many problems need to be solved and explored in this area. In
particular, the heterogeneity of UAVs and UGVs, for example, having different working
fields, different physical models, and different technical indicators [20–22], poses new
challenges to cooperative control between UAVs and UGVs [23,24].

Hence, this study investigates the air–ground cooperative time-varying formation-
keeping control problem of a heterogeneous cluster system composed of a UGV and a
UAV in the scenario of air–ground cooperative combat, which enables the UAV to track the
motion trajectory of the UGV.

2. Related Work

Grocholsky et al. [25] proposed the use of an air–ground cooperative model to address
the shortcomings of a single platform, e.g., the low accuracy of UAVs when locating
ground targets and the narrow view of UGVs when observing distant obstacles. They
designed a cooperative control framework and algorithm to search for and locate targets
in a specified area, providing ideas for cooperative air–ground platforms to search for
targets. Manyam et al. [26] considered the problem of communication constraints between
two UAVs that cooperate to complete a mission. To address this issue, they proposed
using UAVs to collect information and developed a branch-and-cut algorithm to solve
the path-planning problem of UGVs and UAVs, offering a new idea for the cooperative
path planning of UGVs and UAVs under communication constraints. In addition, they
presented a cooperative reconnaissance and data-collection method for UGVs and UAVs.
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To address the problem that the line of sight of a ground vehicle’s sensors is limited by
the geometry of the environment, Peterson et al. [27] presented a method to capture aerial
images of the mission area using multi-rotors, construct a terrain map, and then navigate
the ground robot to the destination. This method provides a theoretical and practical
basis for the application of air–ground cooperative systems for cooperative navigation in
outdoor environments.

However, the aforementioned studies on air–ground cooperation focus mostly on
image transmission, map construction, and target localization, and do not consider the
impact of UAV–UGV formation on the overall quality of cooperative operations. In fact,
when UGVs and UAVs perform cooperative combat missions, formation adjustments
are required, including initial formation generation, formation maintenance, contraction,
expansion, and reconfiguration. Therefore, research on the formation control of UGVs
and UAVs is of great significance, and can even affect whether a combat mission can be
successfully completed.

UAVs and UGVs have completely different physical structures, and their established
kinematic and dynamic models are entirely different. Moreover, UAVs perform three-
dimensional movements in air, whereas UGVs perform two-dimensional movements on
the ground. As a result, studying the time-varying formation-tracking control of heteroge-
neous cluster systems is a key problem to solve in cross-media heterogeneous collaboration,
including air–ground collaboration, which has great theoretical research value and engineer-
ing significance.

Currently, common formation-control strategies include behavior-, virtual structure-,
and consistency-based methods [28–30]. However, behavior-based formation methods rely
on qualitative behavior rules, making it difficult to establish a quantitative model of the
entire system. Consequently, such a method cannot guarantee the stability of the formation
movement of an entire system. Virtual structure-based methods require centralized control
by a central node, and cannot be implemented in a distributed manner. In addition, most
existing methods can only achieve time-invariant formation configurations, whereas in
practical applications, heterogeneous cluster systems must be able to dynamically adjust
their formations in real time to cope with complex external environments and changes
in tasks.

In the past, scholars have mainly used two methods to establish the relative motion
models of UGVs and UAVs. One method is to directly analyze the geometric relationship
of the motion of a single vehicle in a two-dimensional plane and establish a relative-motion
model in a two-dimensional plane. The other is to derive the difference between the
different vehicle positions in an inertial coordinate system and then obtain an expression of
the relative motion state in the inertial space. This description cannot directly reflect the
motion characteristics of UGVs and UAVs in a relative coordinate system, and their relative
motion processes are insufficiently clear.

Based on the above research background, this study investigates the UAV–UGV
formation-maintenance control problem for cooperative combat mission requirements.
First, from the perspective of a UAV–UGV cooperative combat system, the architecture
of the control system and the relationship between the sub-modules are analyzed. Sub-
sequently, a relative motion model between the UGV and the UAV is established. The
optimal UAV–UGV cooperative formation-maintenance control is then realized based on
the proportional-integral (PI) optimal control theory. The main contributions of this study
are as follows:

(1) By directly studying the motion relationship between a UGV and a UAV in a rela-
tive coordinate system, their relative equations of motion are established in three-
dimensional space. It is possible to directly obtain the motion of the UGV and UAV in
a relative three-dimensional coordinate system, thus clarifying the physical meaning
of the relative motion between the two.

(2) The PI optimal control theory is used to design an optimal formation-maintenance
controller that can overcome the constant relative-motion perturbations, as well as the
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nonlinear-model linearization bias. This controller can potentially achieve fast and
stable optimal control of UAV–UGV formation.

3. Relative Kinematic-Equation Building for UAV–UGV Formations

In this study, we investigate the UAV–UGV formation-maintenance control problem
for cooperative combat mission requirements. Considering the actual motion state of
a UGV as the input perturbation of the formation-maintenance controller, we assume that
the control system of the UAV is closed-loop stable, i.e., the directions of the UAV velocity
command, trajectory-inclination command, and trajectory-declination command can be
stably followed. The three channels were set in the following first-order system [31]:

V̇f = − 1
τv f

(
Vf −Vf c

)
θ̇ f = − 1

τθ f

(
θ f − θ f c

)
ψ̇v f = − 1

τψv f

(
ψv f − ψv f c

) (1)

where τv f denotes the inertia time constant of the velocity control channel of the UAV, τθ f
denotes the inertia time constant of the track-inclination control channel of the UAV, τψv f

denotes the inertia time constant of the track-declination control channel of the UAV, Vf is
the actual velocity magnitude of the UAV, θ f is the actual inclination angle of the UAV, ψv f
is the actual declination angle of the UAV, Vf c is the commanded velocity magnitude of
the UAV, θ f c is the commanded inclination angle of the UAV, and ψv f c is the commanded
declination angle of the UAV.

To study the relative motion between the UGV and UAV, the following coordinate
systems are first defined:

(1) Inertial coordinate system O1X1Y1Z1: The origin O1 is located at a fixed point on
the ground, the O1X1 axis points to the target, the O1Y1 axis is vertically upward, and the
O1Z1 axis forms a right-handed coordinate system with the first two axes.

(2) Relative coordinate system OrXrYrZr: The origin Or is located at the center of mass
of the UGV, the OrXr axis points in the direction of the UGV velocity, the OrYr axis is in
the vertical plane perpendicular to the OrXr axis, and the OrZr axis forms a right-handed
coordinate system with the first two axes.

(3) Vehicle-body coordinate system O2X2Y2Z2: The origin O2 is located at the center
of mass of the UAV, the O2X2 axis points in the direction of the UAV velocity, the O2Y2
axis is in the vertical plane perpendicular to the O2X2 axis, and the O2Z2 axis forms a
right-handed coordinate system with the first two axes.

In the relative coordinate system, according to Coriolis theory, the motions of the UGV
and UAV are related as follows:

dr
dt

= V f r − V lr = V r + ω× r (2)

where r is the relative radius vector between the UGV and UAV; V f r and V lr are the
velocity vectors of the UAV and UGV in the relative coordinate system, respectively; V r
is the derivative of the radius vector r in the relative coordinate system; ω is the angular
velocity of rotation of the relative coordinate system in the inertial coordinate system.

To obtain the absolute velocity of the UGV and UAV in the relative coordinate system,
the following transformation can be performed:{

V f t = Φr
1Φl

2V f 2
V lr = V l2

(3)

where Φr
1 is the conversion matrix from the inertial to the relative coordinate system; Φl

2
is the conversion matrix from the UAV body coordinate system to the inertial coordinate
system; V f 2 is the velocity vector under the UAV body coordinate system; V l2 is the velocity



Appl. Sci. 2022, 12, 3598 5 of 14

vector under the UGV body coordinate system. The values of each of these variables are
as follows:

Φr
1 =

 cos θl cos ψvl sin θl − cos θl sin ψvl
− sin θl cos ψvl cos θl sin θl sin ψvl .

sin ψvl 0 cos ψvl

 (4)

Φl
2 =

 cos θ f cos ψv f − sin θ f cos ψv f sin ψv f
sin θ f cos θ f 0

− cos θ f sin ψv f sin θ f sin ψv f cos ψv f

 (5)

V l2 =

 Vl
0
0

 (6)

V f 2 =

 Vf
0
0

 (7)

where Vl denotes the velocity magnitude of the UGV in the inertial coordinate system; θl
denotes the inclination angle of the UGV; ψvl denotes the deflection angle of the UGV; Vf is
the velocity magnitude of the UAV in the inertial coordinate system; θ f is the inclination
angle of the UAV trajectory; ψv f is the deflection angle of the UAV trajectory. The relative
velocities of the UGV and UAV in the relative coordinate system are expressed as follows:

V r =

 ẋ
ẏ
ż

 (8)

where x, y, and z are the components of the position vector r of the UAV along each axis in
the relative coordinate system. The angular velocity of rotation ω in the relative coordinate
system with respect to the inertial space can be expressed as follows:

ω =

 ψ̇vl sin θl
ψ̇vl cos θl

θ̇l

 (9)

Then, based on Equation (2), the following equation can be obtained:

V f r =
(

V f r − V lr

)
−ω× r (10)

The relative motion relationship between the UAV and UGV in the three-dimensional
plane can be obtained by combining Equations (2), (8), and (10).

ẋ = Vf cos θ f cos θl cos ψe + Vf sin θ f sin θl −Vl + yθ̇l − zψ̇vl cos θl

ẏ = −Vf cos θ f sin θl cos ψe + Vf sin θ f sin θl − xθ̇l + zψ̇vl sin θl

ż = Vf cos θ f sin ψe − yψ̇vl sin θl + xψ̇vl cos θl

ψe = ψvl − ψv f

(11)

4. Optimal Control Modeling for the UAV–UGV Formation-Maintenance Controller

The design goal of the UAV–UGV formation-maintenance controller is to produce
flight commands Vf c, θ f c, ψv f for the UAV, to keep it at the desired relative distance from
the UGV.
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4.1. Linearization of the Relative Equations of Motion

During the UAV–UGV formation-maintenance process, assuming that θ f , θl , and
ψe = ψvl − ψv f can be considered as small quantities, while considering the state of the
UGV as an input quantity, Equation (11) is converted to

ẋ = Vf + Vf θ f θl −Vl + yθ̇l − zψ̇vl

ẏ = −Vf θl + Vf θ f − xθ̇l + zψ̇vlθl

ż = Vf ψe − yψ̇vlθl + xψ̇vl

ψe = ψvl − ψv f

(12)

Using the small-perturbation linearization method, Equation (12) can be linearized as
ẋ = θ̇ly− ψ̇vlz +

(
1 + θ f 0θl

)
Vf + Vf 0θlθ f −Vl

ẏ = −θ̇l x + ψ̇vlθlz +
(

θ f 0 − θl

)
Vf + Vf 0θ f

ż = ψ̇vl x− ψ̇vlθly +
(

ψvl − ψv f 0

)
Vf −Vf 0ψv f

(13)

where v f 0, θ f 0, and ψv f 0 are the state equilibrium points selected during linearization.
Describing Equation (13) as a state-space form (SSF) yields{

Ẋ = AX + BU + B̃W
Y = CX

(14)

where

A =

 0 θ̇L −ψ̇vl
−θ̇l 0 θLψ̇vl
ψ̇vl −θLψ̇vl 0

 (15)

B =

 1 + θ f 0θl Vf 0θl 0
θ f 0 − θl Vf 0 0

ψvl − ψv f 0 0 −Vf 0

 (16)

C =

 1 0 0
0 1 0
0 0 1

 (17)

B̃ =

 1
0
0

 (18)

where X =
[

x y z
]T denotes the state variable; U =

[
Vf θ f ψv f

]T denotes
the control variable of the formation controller, which is the motion state of the UAV;
Y =

[
x y z

]T denotes the output variable; the perturbation variable is the velocity
W = V l of the UGV.

4.2. Optimal Formation-Maintenance Controller Design

According to the state-space equations of the system, the controller design problem
for UAV–UGV formations is a non-zero set-point output-regulation problem with constant
or slow-varying perturbations. Two steps can be taken to solve this problem: the first step
is to design an optimal output regulation controller that can solve constant or slow varying
perturbations. The second step is to design an optimal controller to solve the non-zero
set-point problem so that the UAV–UGV formation can be stably maintained at the desired
formation position.
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4.2.1. PI Optimal Formation-Maintenance Controller Design

The perturbed system of type shown in Equation (14), with constant or slowly varying
values, can be overcome using a PI type of control, similar to that in classical control theory.
This section analyzes the problem of designing PI optimal controllers with zero values as
the output regulation set points.

First, the system perturbation is transformed into a perturbation of the control input,
at which point, system (14) becomes

Ẋ = AX + B(U + W̃) (19)

where W̃ denotes the transformed form of the original system perturbation. The following
equation can be obtained from system (14):

W̃ = B−1B̃W (20)

Next, we design the PI optimal controller of the perturbed system (19), which can be
augmented as {

Ẋ1 = A1X1 + B1U1
Y1 = C1X1

(21)

where

X1 =

[
X

U + W̃

]
(22)

A1 =

[
A B
0 0

]
(23)

B1 =

[
0
I

]
(24)

C1 =
[

I 0
]

(25)

For the augmented system (21), the quadratic performance index is given as

J =
∫ t f

t0

[
XT

1 Q1X1 + UT
1 R1U1

]
dt (26)

where Q1 is the state-regulation power-coefficient matrix of the augmented system and
R1 is the control energy power coefficient matrix of the augmented system. When the
system (21) is controllable, according to optimal control theory, the minimum optimal
control to achieve the quadratic performance index (26) is

U∗1 = −R−1
1 BT

1 PX1 (27)

Let us further analyze the quadratic performance index (26). Based on the composition
of the state variable X1, Q1 can be decomposed as follows:

Q1 =

[
Q 0
0 R

]
(28)

Then, we can have

XT
1 Q1X1 = XTQX + (U + W̃)T R(U + W̃) (29)

where Q is the state-regulation power-coefficient matrix of the original system (14) and R
is its control energy power coefficient matrix.

According to system (14), we can have

XTQX = XTCTQYCX = YTQYY (30)
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where QY is the output regulation power-coefficient matrix of the original system.
The optimal quadratic state-regulation performance index described in Equation (26)

becomes the optimal quadratic output-regulation problem.

J =
∫ t f

t0

[
YTQYY + (U + W̃)T R(U + W̃) + UT

1 R1U1

]
dt (31)

Assuming that the perturbation W̃ is a slow variable, it follows that

˙̃W = 0 (32)

Then, we have
U1 = ˙̃U (33)

Thus, the quadratic optimal output performance index of the system (21) can be
described as

J =
∫ t f

t0

[
YTQYY + (Ũ + W̃)T R(Ũ + W̃) + ˙̃UT R1

˙̃U
]
dt (34)

For the optimal control quantity (27), the following equation can be obtained by
combining it with (33):

U∗1 = ˙̃U∗ = −R−1
1 BT

1 PX1 (35)

where P is the minimum solution of the Riccati optimal control equation for achieving the
performance index in Equation (26). Then, Equation (35) can be further expanded as

˙̃U∗ = −R−1
1

[
0
I

][
P11 P12
P21 P22

][
X

Ũ∗ + W̃

]
= −R−1

1 P21X − R−1
1 P22

(
Ũ∗ + W̃

) (36)

The above equation is an indicator of the minimum optimal control amount required
to achieve the zero-valued set point in Equation (26).

4.2.2. Design of Non-Zero Set-Point OPTIMAL Controllers

To maintain the output quantity Y =
[

x y z
]T at a non-zero set point, the state

and control input of the system at the steady state must also be non-zero. The optimal
control input based on Equation (35) should take the following form.

˙̃U∗ = −R−1
1 BT

1 PX1 + U ′0 = −KX1 + U ′0 (37)

where U ′0 is the additional control quantity that stabilizes the non-zero set point. The
output equation of the augmented system is

Y = C1X1 (38)

From the expanded state X1, the augmented system is

X1 =



x
y
z

Vf + W̃(1)
W̃(2)
W̃(3)

 (39)
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To ensure that the output of the augmented system is consistent with the output of the
original system, the output matrix of the augmented system is set to

C1 =

 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 (40)

By substituting the control quantity (37) into the augmented system (21), we obtain

Ẋ1 = (A1 − B1K)X1 + B1U ′0 (41)

Because the closed-loop system (41) is asymptotically stable, the following condition
should exist at steady state:

lim
t→∞

Ẋ1(t) = 0 (42)

This leads to the following asymptotically stable form.

0 = (A1 − B1K)X10 + B1U ′0 (43)

where X10 is the steady-state value of state X1.
If all eigenvalues of matrix (A1 − B1K) are in the left half-complex plane, then

(A1 − B1K) is a non-singular matrix, and the following equation can be obtained by com-
bining with Equation (43).

X10 = −(A1 − B1K)−1B1U ′0 (44)

Then, based on Equation (38), the relationship between the non-zero set point Y∗10 and
the steady-state value X10 of state X1 is obtained as

Y∗10 = C1X10 (45)

Finally,

˙̃U∗ = −R−1
1 BT

1 PX1 +

[
C1

(
−B1R−1

1 BT
1 P− A1

)−1
B1

]−1
Y∗10 (46)

can be used to achieve optimal control of the relative motion system between the UGV and
the UAV, as described in Equation (14); thus, maintaining the UAV–UGV formation in the
desired state.

5. Simulation Analysis

In this section, we describe the numerical simulations performed for the UAV–UGV
formation-maintenance control system consisting of a UGV with a given motion state,
a UAV with a first-order stability control system, and an optimal maintenance controller.
The inertial time constants of the three channels of the UGV and UAV are assumed to be
τv f = 3 s, τθ f = 1 s, and τψv f = 1 s. The initial positions of the UAV and UGV in the inertial
coordinate system are chosen as (−5, 20, 10) m and (0, 0, 0) m, respectively. It is assumed
that the UAV–UGV formation moves for 150 s, and the simulation step size is taken to
be 0.01 s. Under the action of Equation (43), the entire motion of the UAV is adjusted
and maintained from the initial position to the desired position at (−5, 20, 10) m. In all
simulations, the required control system power coefficient matrix in Equation (34) appears
as the matrices shown in Equation (47). Considering the feasible motion envelope of the
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UAV, limits are set for the control amount of the formation controller and commanded
motion state of the UAV, as shown in Equation (52).

Qy =

 4 0 0
0 6 0
0 0 6

, R =

 1 0 0
0 1 0
0 0 1

, R1 =

 1 0 0
0 1 0
0 0 1

 (47)

To verify the effectiveness of the proposed UGV–UAV formation-maintenance con-
troller, we set two cases in which the UGV adopts different motion modes. The motion of the
UGV is set as in Equations (48) to (51). The simulation results are shown in Figures 1 and 2.

case 1:

Vl(t) =


2 + sin(0.1t) m/s, 0 ≤ t < 50 s

2 m/s, 50 ≤ t < 100 s

2 + sin(0.1t) m/s, 100 ≤ t < 150 s.

(48)

{
θl(t) = 0 rad

ψvl(t) = 0.5 cos(0.1t + 0.7728) rad
(49)

case 2:

Vl(t) =


1.5 m/s, 0 ≤ t < 50 s

2 + sin(0.1t) m/s, 50 ≤ t < 100 s

1.5 m/s, 100 ≤ t < 150 s

(50)

{
θl(t) = 0 rad

ψvl(t) = 0.2 sin(0.15t + 0.5523) rad
(51)


1 m/s 6 Vf c 6 3 m/s

−15◦ 6 θ f c 6 25◦

−80◦ 6 ψv f c 6 80◦
(52)

It can be seen from Figures 1 and 2 that under the control command in Equation (46),
the UGV can guide the UAV to fly at a fixed altitude in accordance with the specified
motion, which results in the maintenance of a fixed formation in the three-dimensional
plane. In addition, the velocity and declination angle commands of the UVA vary slightly
and reasonably without the jitter vibration phenomenon, which satisfies the constraints of
the laws of physics. Moreover, the motion of the UGV perturbs the UAV–UGV formation-
maintenance control. As the UGV changes its motion form at 50 and 100 s, the motion
trajectory of the UAV fluctuates at the corresponding moments. Nevertheless, it can be
quickly stabilized at the desired motion state using a formation-maintenance controller.
In case 1, the maximum values of the motion state errors of the UAV in the Xr, Yr, and
Zr directions are 1.2 m , 0 m, and 1.8 m, respectively. In Case 2, the maximum values of
the motion state errors of the UAV in the Xr, Yr, and Zr directions are 0.6 m, 0 m, and
0.6 m, respectively.
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Figure 1. Simulation results of case 1. (a) Three-dimensional motion trajectory of UGV and UAV;
(b) velocity of UAV; (c) deflection angle of UAV; (d) motion trajectory in Xr-axis direction; (e) motion
trajectory in Yr-axis direction; (f) motion trajectory in Zr-axis direction.
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Figure 2. Simulation results of case 2. (a) Three-dimensional motion trajectory of UGV and UAV;
(b) velocity of UAV; (c) deflection angle of UAV; (d) motion trajectory in Xr-axis direction; (e) motion
trajectory in Yr-axis direction; (f) motion trajectory in Zr-axis direction.

6. Conclusions

This study analyzed the structure of the UAV–UGV formation motion control system
and the relationship between the subsystems. A UAV–UGV formation–maintenance con-
troller was designed based on the optimal control theory. In addition, simulations were
performed for the UAV–UGV formation-maintenance control system, including a UGV
with a given motion state, a UAV with a first-order stability-control system, and an optimal
maintenance controller. The following conclusions were drawn.
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(1) The physical significance of the UAV–UGV relative-motion model, based directly on
the UAV motion relationship in the relative coordinate system, was clear.

(2) The optimal UAV–UGV formation-maintenance controller designed in this study had
quadratic optimal properties for the UAV–UGV relative-motion state, as well as the
formation-control energy. The controller could overcome the constant perturbation
of the UAV–UGV relative motion caused by the velocity of the UGV. The optimal
UAV–UGV formation-maintenance controller could overcome the given motion state
of the UGV as an input perturbation, while the UGV performed a prolonged motion.

(3) Within the flight envelope of the UAV–UGV formation, the optimal UAV–UGV
formation-maintenance controller was able to overcome the errors introduced by
the linearization of a nonlinear model.
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