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Abstract

:

In this paper, we propose an interactive mobile gait training system that allows trainees to interact actively with its content (the gait training content). The proposed system is a new type of gait training one combining a mobile robot with virtual reality (contents). It is a mobile system that projects virtual contents (for example, virtual footprints) for gait training on the actual ground (or floor). The performance and effectiveness of the proposed system were examined through a trainee’s foot recognition test and usability evaluation. The test results confirmed that the proposed system showed an average recognition ratio of more than 97%, meaning that the system could accurately recognize the trainee’s foot. In addition, as a result of usability evaluation, the overall satisfaction was 86%, confirming that the proposed system is effective.
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1. Introduction


Stroke is a medical condition that occurs when the blood supply to part of the brain is blocked, causing functional impairment of the body [1]. Symptoms in stroke trainees typically include weakness in lower extremity muscle strength [2]. According to previous studies, stroke trainees with weakened extremity muscle strength have abnormal gait patterns, and the speed and duration of gait decrease [3]. Gait function plays an important role in the quality of stroke trainees’ lives, and the decreased gait function is reported to cause a great sense of loss to trainees with stroke symptoms [4]. Therefore, gait training to strengthen the gait function of stroke trainees is very important in improving the health and quality of life of chronic stroke trainees in a long-term perspective [5]. The representative method of gait training is traditionally based on treadmills and robots [6,7,8,9]. Gait training using a treadmill provides training effects by stimulating gait patterns symmetrically [10]. With the robot that is pre-programmed with ordinary gait style of general people inducing the movement of the trainee’s lower extremities, gait training based on robots provides a training effect that allows trainees to experience ordinary gait [11].



Recently, there has been increasing studies to enhance the interest and immersion of trainees by adding virtual reality (VR) gait training content to these traditional gait training systems [12,13]. As virtual reality-based interactive training systems can provide strong feedback effects to trainees and improve motivation and adaptability [14,15,16]. LokoMat [17] is a state-of-the-art customized rehabilitation robot that are different from conventional methods that require traditional auxiliary equipment such as guardians or cane. It allows trainees to walk on a treadmill and provides feedback through a monitor screen via VR content. Walkbot [18] is a rehabilitation robot for trainees with gait disabilities. As a wearable robot, it supports rehabilitation training that focuses on trainees’ joints (knee joint, hip joint, and ankle joint) and children. The G-EO [19] robot provides gait training that simulates gait situations on flat land, slopes, and stairs, and the trainer can easily customize simple content settings for individual trainees, providing efficient training in a short time. Cosmos Robowalk [20] provides gait training using front and rear systems together. Training can be conducted by adjusting the angle of the support/resistance cable either vertically or horizontally. Rehawalk [21] is a robot designed for the analysis and treatment of gait disabilities in neurology, orthopedic, and elderly rehabilitation. Trainees with significantly reduced gait function (including ones in a wheelchair as well) can utilize it, and all training elements can be set by trainers. However, since these systems are carried out on a treadmill, they force the trainee to walk at a certain speed or higher and provide content at a set speed. Table 1 shows the results of classifying existing systems (i.e., treadmill systems) into some categories and comparing them with our systems in terms of two attributes (immersion and activeness). Most immersive (virtual) gait contents by the existing systems are provided in a passive way in which its content and training are conducted regardless of a trainee’s gait.



Therefore, in this paper, we propose an interactive mobile gait training system that allows trainees to interact actively with the gait training content. The proposed system recognizes the trainee’s gait and thus enables the interaction in which the training content responds. Furthermore, the proposed system enables active gait training of the trainer by continuously updating training content along the distance the trainee walked. The paper is composed as follows. Section 2 describes the proposed system. Section 3 conducts experiments to examine the performance of the proposed system and presents the results. The conclusion is given in Section 4.




2. Proposed System


The proposed system is a system that provides interactive training content in real-time according to the trainee’s gait, for which the system consists of (1) Sensing part, (2) Moving part, and (3) Augmenting part, as shown in Figure 1. The proposed system operates as shown in Figure 2. The detailed explanations of the block diagram are described in the following subsections.



The system proposed in this paper is an extended version that improves the low recognition rate (80%→98%) which was lacking in our previous research [22]. Since the previous system recorded an unstable recognition rate of 80%, it was intended to improve this. The system proposed in this study changed the recognition part from our existing system (Image processing method, Camera) to a precision measurement method (Triangulation Method, 2D-LIDAR (Light Detection and Ranging)).



2.1. Sensing Part


The sensing part is responsible for measuring the trainee’s feet coordinates when the trainee interacts with the training content provided by the system. It shown in Figure 2 provides a measurement of 2D pointcloud data and a measurement of foot coordinates. Generally, trainees are accompanied by gait aids (walkers, cane, etc.) because they have difficulty in gait. Therefore, the sensing part of the system distinguishes the trainee’s feet from the assistive device and measures the feet’s coordinates. The sensing part measures the trainee’s feet coordinates based on 2D point cloud data and uses a 2D-LIDAR. as a sensor for data collection. Figure 3 shows the procedure for measuring the feet coordinates of a trainee using the 2D-LIDAR.



First, in step (a), 2D point cloud data are collected in real time through a sensor. In step (b), 2D point cloud data collected through the clustering process is classified into one object unit. In step (c), the gait aid devices and the trainee’s feet are distinguished. All objects classified in the clustering process are used as foot position candidates, and the candidates are compared to find the actual trainee’s foot position. Since gait aids generally have sizes and thicknesses smaller than those of the trainee’s foot, the trainee’s foot classification proceeds based on the size of the objects. By comparing the sizes of the candidates, the two largest candidates are selected as the feet of the trainer. Finally, in step (d), among the selected two candidates, the candidate on the right is recognized as the right foot, and the candidate on the left is recognized as the left foot.



Through the above procedure, the sensing part measures the coordinates of the trainee’s feet in real time and transmits them to the moving part and the augmenting part, allowing the robot to automatically move and the trainee to interact with the content.




2.2. Moving Part


The moving part is responsible for moving the system and transmitting the training distance to the augmenting part. It keeps the distance between the robot and trainee maintained constantly based on a trainee’s position and a robot’s travel distance. The moving part uses a mobile robot and operates according to the procedure shown in Figure 4.



In step (a), the distance between the system and the trainee is calculated. Both foot coordinates are received from the sensing part, and the average value of the data is calculated as the distance between the trainee and the system. In step (b), the direction of driving is determined based on the calculated distance. If the distance between the system and the trainee is less than 1 m, the system drives straight forward, or if the distance exceeds 1 m, it drives backward. In step (c), the system moves the robot. The robot keeps the 1 m distance by going straight and backward in the pre-programmed direction. Finally, in step (d), the gait distance of the trainee is calculated through the amount of change in the position of the robot. When the robot is automatically moved by the distance-keeping algorithm, the robot’s self-position recognition function is used to accurately calculate the robot’s position and travel distance. The self-position recognition function is a function of calculating the position of the robot itself through measurements such as the diameter of the wheels specified in the robot’s specifications, RPM, and the number of wheels the motor has rotated. Through this function, the distance traveled by the robot is measured in real time. Since the robot automatically moves the distance as the trainee moves, the trainee’s gait distance can be obtained through the amount of change in the robot’s position.



Through the above procedure, the moving part continuously updates training content according to the distance the trainee walked, enabling active gait training.




2.3. Augmentng Part


The augmenting part is responsible for augmenting the virtual content on the floor, providing interaction with the trainee, and updating it in real time according to the training distance. That is, it takes roles in matching a coordinate system, generating a virtual object on foot coordinates (called virtual guide), and updating it based on training distance. In this system, the content augmented on the floor is displayed in a size of 150 cm × 250 cm. In order to provide interaction within the content to the trainee, the trainee’s feet coordinates must be generated as objects inside the content. The above function operates according to the procedure shown in Figure 5.



First, in step (a), both feet coordinates are received from the sensing part, and the system matches the coordinates from the sensing part and the augmenting part to use the trainee’s both feet coordinates for content. Coordinate matching between the sensing part and the augmenting part is performed using a checkboard. The checkboard is projected according to the size of the projected content. Calculate the number of the projected checkboard squares (Cx) of the horizontal length and the number of checkboard squares (Cy) of the vertical length. During this process, the projected checkboard quadrilateral is a square and has a length of A in the content. Using this, the proportional expression is as shown in Equation (1).


  150 c m =  C x  × A ,     250 c m =  C y  × A          



(1)







In step (b), a virtual object for tracking the position of the trainee’s feet in real time is generated using Equation (1). Through the above process, virtual feet objects centered on each foot coordinates of the trainee are generated to interact with objects inside the content. In addition, for real-time content updates based on the trainee’s gait distance, the trainee’s gait distance must be calculated from the coordinates of the robot which are transmitted to the augmenting part.



The above function operates according to the procedure shown in Figure 6. First, in step (a), the travel distance of the robot is received from the moving part, and the gait distance of the trainee is calculated accordingly. After this step, in order to reflect the trainee’s gait distance in the content, the system matches the coordinates between the moving part and the augmenting part. As described previously, a checkboard is used for coordinate matching. Project the checkboard as the size of the projected content, and move the robot forward by Ry. The proportional equation is obtained by counting the number of checkboard squares that the robot passed. In step (b), the content is updated in real time according to the travel distance of the trainee by moving the position of the virtual camera inside the content using Equation (2).


   R y  =  C y  × A      



(2)







Through the above process, virtual feet objects centered, respectively on the trainee’s two-foot coordinates can be created to interact with the objects inside the content, and the content can be updated according to the trainee’s travel distance.





3. Experiment


In this section, in order to examine the performance and usefulness of the proposed system, trainee’s feet recognition experiments and usability evaluation were performed.



3.1. Experimental Environment


The experimental environment is shown in Figure 7. The experiment was conducted on 10 people, and 100 virtual footprints (gait guides) were augmented within a space of 1 m × 20 m, as shown in Figure 7. After that, it was confirmed whether the trainee’s feet were properly recognized in the virtual footprints. The experiment was conducted with an ordinary participant on a gait aid although the ultimate goal of this system is to provide training to actual brain lesion patients. To prevent wrong recognition for the trainee’s feet, no object except only a trainee is allowed within the space of the range is 1 m × 20 m as shown in Figure 7.



3.1.1. Experiment 1: An Experiment for Foot Recognition


Prior to usability evaluation, trainee feet recognition experiments are performed to verify the performance of the system. This experiment is to determine whether the system accurately recognizes the trainee’s feet and interacts with augmented content on the ground. Before verifying the foot recognition rate of the proposed system, the accuracy was examined and compensated by comparing the known coordinates (i.e., denoted on the floor) and the measured ones obtained using the 2D-LiDAR. In the experiment, the cookie-shaped virtual footprints were augmented as shown in Figure 8, and the experiment was conducted through the corresponding content.



The criterion for whether the recognition is successful is shown in Figure 9. When the trainee steps on the virtual footprint, the ratio of the area where the trainee’s foot object overlaps the virtual footprint is calculated. If the calculated ratio is more than 30%, and overlapping lasts for 0.5 s or more, it is classified as a success. On the other hand, if the calculated rate is less than 30%, and maintained for less than 0.5 s, it is classified as failed.



Since the proposed system projects virtual content on the floor, recognition performance (recognition rate) may be affected by intensity of illumination. Therefore, the experiment 1 was conducted under three illuminance (50 lux, 100 lux, 150 lux) considering the various illuminance environments of Korean hospitals.




3.1.2. Experiment 2: Usability Evaluation


Usability evaluation was performed to verify the usefulness of the system. This evaluation is carried out according to the procedure (20 min per person) shown in Figure 10.



Previous to the experiment, the test subjects were informed about the experiment for three minutes and prepared a consent form. In this experiment, the test subjects were to participate in gait training content for 5 min. After resting for 2 min, the test subjects participated in gait training content for 5 min while wearing a walker to verify whether the content was actually useful. In the usability evaluation, the crosswalk concept as shown in Figure 11 was provided as the gait training content.



After the experiment, a survey was conducted to verify the effectiveness of the system, and the questions are shown in Table 2. In the questionnaire, a total of eight questions were asked whether the basic functions provided in the content were appropriate and suitable for training. Non-validated questionnaires were used to carry out certain measures of interest (that is, the basic functions provided by the proposed system) in the experiment.



Questionnaire 1 (Q1) confirms whether the moving part’s distance maintenance function is properly performed (i.e., whether the set distance is properly maintained). Questionnaire 2 (Q2) checks whether the robot’s moving speed (0.3 m/s) is appropriate for gait training. In addition, Questionnaire 3 (Q3) verifies whether the system is safe. Confirm whether the feedback provided is effective through Questionnaire 4 (Q4), Questionnaire 5 (Q5), and Questionnaire 6 (Q6). The feedback provided in Questions 4, 5, and 6 is shown in Figure 12. Questionnaire 7 (Q7) and Questionnaire 8 (Q8) check whether the walking guide is appropriate. A total of eight questions as above confirm whether the function of the system is useful for gait training.





3.2. Experimental Results


3.2.1. Result of Foot Recognition Experiment


The experiment on recognition performance was conducted on 10 subjects with three illuminations under the premise that the foot should be recognized for 1 s with more than 30% overlapping with virtual gait content (such as virtual footprints).



As a result of the recognition experiment, as shown in Figure 13 the recognition rate was 98.3% for 50 lux, 98.2% for 100 lux, and 98.4% for 150 lux. Whether the recognition performance of the proposed system remains robust against various illuminance values was reviewed through the Kruskal–Wallis Test, a nonparametric test. The result of the Kruskal–Wallis test is shown in Table 3 and showed that H = 0.635 and p = 0.727, and the null hypothesis that the recognition rate is the same for the three illuminations is confirmed as the p value is greater than 0.05. It is statistically confirmed that the proposed system can maintain a recognition performance above a certain level (98% or more on average) for the above three illuminations.




3.2.2. Result of the Usability Evaluation


Usability evaluation was conducted as shown in Figure 11 below. By providing the trainee with highlighted virtual footprints to be stepped on, and by providing positive feedback with the next virtual footprints when the trainee stepped on the virtual footprint correctly (as described earlier, it is considered correct if the foot is recognized for 1 s with more than 30% overlapping with the virtual footprint (gait guide)). When recognition failed (if the trainee did not step properly on the provided virtual footprint), it provided negative feedback (incorrect) and encouraging feedback at the same time, allowing the training to continue. The questions for usability evaluation analysis were classified into three types as follows. Q1, Q2, and Q3 were classified as evaluation types for the system, Q4, Q5, and Q6 as evaluation types for feedback of the content, and finally Q7 and Q8 as evaluation types for virtual footprints (walking guide) of the content. The evaluation results for each of the three types are shown in Figure 14 below.



As a result of the evaluation, it was confirmed that the satisfaction of the system was higher than that of the content in general. The Kruskal–Wallis test was performed to confirm whether the measured results were significant, and the results are shown in Table 4.



As a result of the Kruskal–Wallis test, it was confirmed that the satisfaction on the three evaluation types was not statistically significant as the p value was greater than 0.05. In other words, since the three types do not have a significant effect on satisfaction, the questions cannot be analyzed by types. Therefore, the 7-point scale of each question was converted into a percentage and then analyzed as follows based on the average value.



Result for usability evaluation was shown in Table 5. Q1 was a question about maintaining the distance of the moving part, scored an average of 83.375 points, and the SD and SE were second highest. The results imply that an error may occur due to a slip phenomenon when the robot is moving. Q2 was a question about the speed of the system movement, with an average score of 85.4125 points, indicating that the speed of the system movement is appropriate. Q3 was a question about the safety of the system and scored an average of 93.75 points. As the safety of this system was verified, it is thought that it may be used for actual gait training later on. Q4 was a question about positive feedback, and the highest average among feedback, 89.5878 points, was obtained. With the positive feedback, it is confirmed that the trainee could have the greatest motivation. Q5 obtained 81.2375 points with the lowest average as a question about negative feedback, meaning that it is confirmed that negative feedback was useful for gait training, but not helpful compared to other feedback (positive, encouraging). Q6 was a question about encouraging feedback and scored an average of 83.325 points. For Q6, 33.3 points (3 points on a 7-point scale) as the lowest, 100 points (7 points on a 7-point scale) as the highest, and SD and SE appeared to be the highest. This suggests that the motivation effects among trainees may appear differently. Since it can be either a disturbance for some trainees or a motivating factor for others, it would be necessary to provide more general encouragement feedback before applying it to actual gait training. Q7 was a question about the spacing of the gait guide (virtual footprints) and earned 87.5 points which was the second highest average. Q8 was a question about the size of the gait guide (virtual footprints) and earned 85.4125 points. These scores imply it is confirmed that the gait guide may be helpful for training.



The overall satisfaction was 86.19%, and the usefulness of the system could be verified through usability evaluation.






4. Conclusions


In this paper, we proposed an interactive mobile gait training system that allows trainees to interact actively with the gait training content. The proposed system consisted of three parts: a sensing part, a moving part, and an augmenting part. The performance and effectiveness of the proposed system were reviewed and evaluated through two tests (trainee’s feet recognition and usability) using 10 subjects.



The foot recognition experiment was performed on a total of three illuminations, and it was confirmed through the Kruskal–Wallis test that the recognition rate was not affected by illumination. It was confirmed that the recognition rate was more than 97% for all illuminance and that the trainee’s feet could be accurately recognized through the system.



Usability evaluation was performed on a total of three types (system, feedback, and virtual footprint), and the Kruskal–Wallis test confirmed that the evaluation types had no significant impact on satisfaction. Therefore, the analysis for each item was performed, and as a result, an average of 86% or more satisfaction was obtained, and it was confirmed that the system was useful for gait training.



As this study is a result obtained from ordinary subjects, future studies need to expand the experiments on actual patients. One of the future studies is to verify the effectiveness of the proposed system by conducting with more than 20 children with brain lesions. Additionally, the system’s performance on different gait speeds would be examined as one of future works.







Author Contributions


Conceptualization, Y.S.K. and H.K.; methodology, Y.S.K.; software, R.-B.L.; validation, Y.S.L.; formal analysis, H.K.K.; resources, H.K.; data curation, H.K.K.; writing—original draft, R.-B.L.; writing—review and editing, Y.S.K.; visualization, Y.S.L.; supervision, Y.S.K.; All authors have read and agreed to the published version of the manuscript.




Funding


This research received no external funding.




Institutional Review Board Statement


The study was conducted according to the guidelines of the Declaration of Helsinki, and approved by the Institutional Review Board of KOREATECH (approval on 26 May 2021).




Informed Consent Statement


Informed consent was obtained from all subjects involved in the study.




Data Availability Statement


Not applicable.




Acknowledgments


This study was supported by the Translational Research Program for Rehabilitation Robots (NRCTR-EX21003), National Rehabilitation Center, Ministry of Health and Welfare, Republic of Korea.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Prange, G.B.; Jannink, M.J.; Groothuis-Oudshoorn, C.G.; Hermens, H.J.; IJzerman, M.J. Systematic review of the effect of robot-aided therapy on recovery of the hemiparetic arm after stroke. J. Rehabil. Res. Dev. 2006, 43, 171–184. [Google Scholar] [CrossRef] [PubMed]

	



Woodson, C.; Bandy, W.D.; Curis, D.; Baldwin, D. Relationship of Isokinetic Peak Torque With Work and Power for Ankle Plantar Flexion and Dorsiflexion. J. Orthop. Sports Phys. Ther. 1995, 87, 113–115. [Google Scholar] [CrossRef] [PubMed]

	



Yang, Y.-R.; Tsai, M.-P.; Chuang, T.-Y.; Sung, W.-H.; Wang, R.-Y. Virtual reality-based training improves community ambulation in individuals with stroke: A randomized controlled trial. Gait Posture 2008, 28, 201–206. [Google Scholar] [CrossRef] [PubMed]

	



Lord, S.E.; Rochester, L.; Weatherall, M.; McPherson, K.M.; McNaughton, H.K. The Effect of Environment and Task on Gait Parameters After Stroke: A Randomized Comparison of Measurement Conditions. Arch. Phys. Med. Rehabil. 2006, 87, 967–973. [Google Scholar] [CrossRef] [PubMed]

	



Combs-Miller, S.A.; Parameswaran, A.K.; Colburn, D.; Ertel, T.; Harmeyer, A.; Tucker, L.; Schmid, A. Body weight-supported treadmill training vs. overground walking training for persons with chronic stroke: A pilot randomized controlled trial. Clin. Rehabil. 2014, 28, 873–884. [Google Scholar] [CrossRef] [PubMed]

	



Mikolajczyk, T.; Ciobanu, I.; Badea, D.I.; Iliescu, A.; Pizzamiglio, S.; Schauer, T.; Seel, T.; Seiciu, P.L.; Turner, D.L.; Berteanu, M. Advanced technology for gait rehabilitation: An overview. Adv. Mech. Eng. 2018, 10, 1687814018783627. [Google Scholar] [CrossRef]

	



Beretta, E.; Romei, M.; Molteni, E.; Avantaggiato, P.; Strazzer, S. Combined robotic-aided gait training and physical therapy improve functional abilities and hip kinematics during gait in children and adolescents with acquired brain injury. Brain Inj. 2015, 29, 955–962. [Google Scholar] [CrossRef] [PubMed]

	



Martini, E.; Crea, S.; Parri, A.; Bastiani, L.; Faraguna, U.; McKinney, Z.; Molino-Lova, R.; Pratali, L.; Vitiello, N. Gait training using a robotic hip exoskeleton improves metabolic gait efficiency in the elderly. Sci. Rep. 2019, 9, 7157. [Google Scholar] [CrossRef] [PubMed]

	



Fernández-Del-Olmo, M.A.; Sanchez, J.A.; Bello, O.; Lopez-Alonso, V.; Márquez, G.; Morenilla, L.; Castro, X.; Giraldez, M.; Santos-García, D. Treadmill training improves overground walking economy in Parkinson’s disease: A randomized, controlled pilot study. Front. Neurol. 2014, 5, 191. [Google Scholar] [CrossRef] [PubMed]

	



Hesse, S.; Werner, C.; Bardeleben, A.; Barbeau, H. Body weight-supported treadmill training after stroke. Curr. Atheroscler. Rep. 2001, 3, 287–294. [Google Scholar] [CrossRef] [PubMed]

	



Jezernik, S.; Colombo, G.; Keller, T.; Frueh, H.; Morari, M. Robotic Orthosis Lokomat: A Rehabilitation and Research Tool. Neuromodulation Technol. Neural Interface 2003, 6, 108–115. [Google Scholar] [CrossRef] [PubMed]

	



Casuso-Holgado, M.J.; Martín-Valero, R.; Carazo, A.F.; Medrano-Sánchez, E.M.; Cortés-Vega, M.D.; Bancalero, F.J.M. Effectiveness of virtual reality training for balance and gait rehabilitation in people with multiple sclerosis: A systematic review and meta-analysis. Clin. Rehabil. 2018, 32, 1220–1234. [Google Scholar] [CrossRef] [PubMed]

	



Held, J.; Ferrer, B.; Mainetti, R.; Steblin, A.; Hertler, B.; Moreno-Conde, A.; Dueñas, A.; Pajaro, M.; Parra-Calderón, C.; Vargiu, E.; et al. Autonomous rehabilitation at stroke patients home for balance and gait: Safety, usability and compliance of a virtual reality system. Eur. J. Phys. Rehabil. Med. 2018, 54, 545–553. [Google Scholar] [CrossRef] [PubMed]

	



Kim, Y.; Park, C.; You, J.H. Effects of Robotic Interactive Gait Training on Cognitive and Locomotor Function in Post-Stroke Dementia. Arch. Phys. Med. Rehabil. 2022, 103, e32. [Google Scholar] [CrossRef]

	



Kim, Y.; Park, C.; You, J.H. Effects of Robotic Interactive Gait Training Combined with Virtual Reality and Augmented Reality on Balance, Gross Motor Function, Gait Kinetic, and Kinematic Characteristics in Angelman Syndrome: A Case Report. Children 2022, 9, 544. [Google Scholar]

	



de Rooij, I.J.M.; van de Port, I.G.L.; Punt, M.; Abbink-van Moorsel, P.J.M.; Kortsmit, M.; van Eijk, R.P.A.; Visser-Meily, J.M.A.; Meijer, J.-W.G. Effect of Virtual Reality Gait Training on Participation in Survivors of Subacute Stroke: A Randomized Controlled Trial. Phys. Ther. 2021, 101, pzab051. [Google Scholar] [CrossRef] [PubMed]

	



Available online: https://www.hocoma.com/solutions/lokomat/ (accessed on 5 December 2022).

	



Available online: http://walkbot.co.kr/introduction/ (accessed on 5 December 2022).

	



Available online: https://www.rehatechnology.com/en/g-eos/ (accessed on 5 December 2022).

	



Available online: https://www.hpcosmos.com/en/robowalk-expander-b-15050 (accessed on 5 December 2022).

	



Available online: https://www.noraxon.com/our-products/rehawalk-pressure-treadmill/ (accessed on 5 December 2022).

	



Lee, R.-B.; Won, J.-H.; Jang, S.-W.; Kweon, H.; Kim, H.K.; Kim, Y.S. An AR-based mobile robot system for gait training. Turk. Online J. Qual. Inq. 2021, 12, 1117–1123. [Google Scholar]








[image: Applsci 13 00580 g001 550] 





Figure 1. Proposed system: (a) concept of the system; (b) the photograph of the actual system. 
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Figure 2. Proposed system’s block diagram. 
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Figure 3. A procedure for foot coordinate measurement of sensing part: (a) 2D point cloud collection; (b) derivation of candidates through clustering; (c) distinction between gait aid devices and foot; (d) measurement of foot coordinates. 
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Figure 4. A procedure for driving of the moving part: (a) foot coordinates reception; (b) calculation of distance between trainee; (c) maintenance distance based on calculated distance; (d) calculation of training distance based on robot’s travel distance. 
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Figure 5. A procedure for virtual object based on foot coordinates: (a) foot coordinates reception; (b) generation of virtual object based on foot coordinates. 
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Figure 6. A procedure for updating content based by the distance between trainee: (a) calculation of training distance based on robot’s travel distance; (b) content updates based on training distance. 
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Figure 7. Experimental Environment: (a) concept of experiment; (b) a photograph of experiment. 
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Figure 8. An experiment for foot recognition: (a) a captured image of content used for the experiment; (b) a photograph of experiment for foot recognition. 
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Figure 9. Criteria for foot recognition. 
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Figure 10. A procedure for usability evaluation. 
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Figure 11. A usability evaluation: (a) a captured image of content used for the experiment; (b) a photograph of usability evaluation. 
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Figure 12. Types of feedback provided during usability evaluation. 
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Figure 13. Graph of the experiment result for foot recognition. 
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Figure 14. Satisfaction based on evaluation types. 
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Table 1. Comparison of existing and proposed systems.
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	Attributes
	Lokomat [17]
	Walkbot [18]
	G-EO [19]
	Robowalk [20]
	Rehawalk [21]
	Proposed System1 [22] (80%)
	Proposed System2 (98%)





	Immersion
	O
	O
	O
	O
	O
	O
	O



	Activation
	X
	X
	X
	X
	X
	O
	O
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Table 2. Questionnaire used for usability evaluation.






Table 2. Questionnaire used for usability evaluation.





	
No

	
Questionnaire

	
Answer

Negative ↔ Positive






	
System

	
1

	
Gait training system maintained a certain distance

	
1-2-3-4-5-6-7




	
2

	
The speed of movement of the system was appropriate

	
1-2-3-4-5-6-7




	
3

	
System was safe

	
1-2-3-4-5-6-7




	
Content

	
Feedback

	
4

	
Positive feedback helped improve the trainee’s sense of accomplishment

	
1-2-3-4-5-6-7




	
5

	
Negative feedback helped correct a trainee’s misguided gait

	
1-2-3-4-5-6-7




	
6

	
Encouraging feedback allowed the trainee to carry out the gait training to the end

	
1-2-3-4-5-6-7




	
Virtual footprints

	
7

	
The gait guide spacing of the gait training system was appropriate

	
1-2-3-4-5-6-7




	
8

	
The size of the virtual footprints projected onto the ground by system was appropriate

	
1-2-3-4-5-6-7
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Table 3. Result for foot recognition experiment—Kruskal–Wallis Test.
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	Variable
	Value





	H
	0.635



	Df
	0.635



	p-value
	0.727
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Table 4. Result for usability evaluation—Kruskal–Wallis Test.
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	Variable
	Value





	H
	3.21



	Df
	2



	p-value
	0.2
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Table 5. Result for usability evaluation.
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	Variable
	AVG
	SD
	SE





	Q1
	83.375
	19.912
	7.04



	Q2
	85.4125
	13.89
	4.91



	Q3
	93.75
	12.39
	4.38



	Q4
	89.5875
	19.79
	6.99



	Q5
	81.2375
	16.51
	5.83



	Q6
	83.325
	26.73
	9.45



	Q7
	87.5
	14.76
	5.21



	Q8
	85.4125
	18.76
	6.63



	All
	86.19
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