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Abstract: In multi-access edge computing (MEC) networks, parallelized service function chains
(P-SFCs) can provide low-delay network services for mobile users by deploying virtualized network
functions (VNFs) to process user requests in parallel. These VNFs are unreliable due to software faults
and server failures. A practical way to address this is to deploy idle backup VNFs (BVNFs) near these
active VNFs and activate them when active VNFs fail. However, deploying BVNFs preempts server
resources and decreases the number of accepted user requests. Thus, this paper proposes a reliability
enhancement approach that uses BVNFs satisfying the delay requirement as active VNFs to form
P-SFCs, which contributes to the delay reduction and reliability enhancement. Since the resource
capacities of edge servers can only deploy a certain number of P-SFCs and BVNFs, establishing how
to deploy the minimum number of P-SFCs and BVNFs to satisfy the delay and reliability requirements
of mobile users and maximize the number of accepted user requests is a challenging problem. In this
paper, we first model the dynamics of delay and reliability caused by VNF parallelization and BVNFs
deployment, then formulate the joint deployment problem of P-SFCs and BVNFs. Next, we design an
approximation algorithm to deploy critical VNFs and BVNFs on a target edge server and schedule the
data traffic of user requests processed by P-SFCs. Experimental results based on real-world datasets
show that our proposed algorithm outperforms two benchmark algorithms in terms of throughput,
delay, reliability, and resource utilization.

Keywords: network function virtualization; parallelized SFCs; BVNFs; delay and reliability

1. Introduction

The multi-access edge computing (MEC) network, which benefits from proximity
communication with mobile users and extensive service convergence of edge servers, is
envisioned as a promising distributed network [1–3]. The MEC network can provide low-
delay services to mobile users by leveraging the closest edge server to process user requests.
To ensure the security and reliability of communication transmission before reaching the
closest edge servers, user requests typically steer their traffic flows along a sequence of
dedicated equipment that implements certain network functions (e.g., firewalls, packet
inspection, and intrusion prevention/detection systems). However, this equipment needs
to be manually “patched” into the existing network infrastructure, with fixed locations
and significant expenditure [4]. This method of implementing network functions brings
challenges in the flexible management of network service and the rapid development of
network functions.

Network function virtualization (NFV) decouples network functions from dedicated
hardware and virtualizes network functions as software implementations known as virtual
network functions (VNFs) [5,6]. Different network services requested by mobile users can
be provided in the form of a service function chain, which is a chain of VNFs. Thus, NFV
offers a flexible way to design, place, and manage network services by deploying VNFs
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on edge servers in the MEC network and chaining them into different SFCs [7]. Mobile
users generally carry large traffic data that need to be processed by certain SFCs with
strict reliability and delay requirements. However, SFCs often incur a high transmission
delay since VNFs in SFC are deployed in different edge servers, and user requests need to
traverse these VNFs sequentially [8,9]. Splitting the user request into multiple sub-flows
can decrease transmission delay significantly. One of the key issues in realizing splitting
is establishing how to route these sub-flows along VNFs and map these VNFs onto the
underlying MEC network. Parallelized SFCs (P-SFCs) can deploy two or multiple VNF
instances for each VNF in SFC to process user requests in parallel [10,11]. These parallel
VNF instances form a set of P-SFCs, and each P-SFC is also a sequence of VNFs. Thus, the
user request can be split into multiple sub-flows that traverse these P-SFCs in parallel.

In the MEC network, due to software faults and server failures (e.g., operational error
and server overload), active VNFs that process user requests are prone to failure. The
failure of any single VNF in SFC will interrupt the network service and lead to significant
economic losses and threats to individual safety [12,13]. Additionally, the reliability of
SFC decreases significantly as the number of VNFs in SFC increases [14]. Deploying idle
backup VNFs (BVNFs) near the active VNFs and activating BVNFs when the active VNFs
fail is a practical way to satisfy the reliability requirement of user requests and continuously
maintain the network services. That is to say, if the reliability of P-SFCs is below the
reliability requirement, extra BVNFs must be deployed until the service reliability provided
by P-SFCs and BVNFs satisfies the reliability requirement.

Deploying idle BVNFs will preempt server resources available to process incoming
user requests and then reduce the number of accepted user requests. Reducing the number
of idle BVNF deployments is key to mitigating this problem. In this paper, we propose that
BVNFs satisfying the delay requirement can be used as active VNFs to form P-SFCs. This
approach can enhance reliability, as the special BVNFs can also provide network services
when VNFs fail. Meanwhile, if one active VNF instance in P-SFCs fails, other parallel
instances may replace it to provide network service while satisfying the delay requirements.
These parallel VNFs can be used as BVNFs, thus reducing the deployment number of idle
BVNFs and enhancing the reliability of P-SFCs. Thus, the deployment location and number
of P-SFCs influence the deployment number of idle BVNFs and vice versa. Moreover, since
they both preempt resources to enhance reliability, the increase in the number of parallel
VNFs will reduce the resources available to deploy BVNFs, and vice versa. However,
the resource capacities of edge servers can only deploy a certain number of P-SFCs and
BVNFs. Thus, establishing how to optimally deploy P-SFCs and BVNFs to maximize the
throughput of user requests while satisfying their delay and reliability requirements is a
challenging problem.

In this paper, the throughput maximization problem is first formulated as an integer
linear programming problem. Due to the high computational complexity, we devise a
proactive approximation algorithm to maximize the throughput by trading off the resource
preemption of P-SFCs and BVNFs. Then, we evaluate the performance of our proposed
algorithm through experimental simulations. Experimental results demonstrate that our
proposed algorithm outperforms other counterpart algorithms in terms of delay, reliability,
and throughput. The contributions of this paper can be summarized as follows:

• We propose a new approach to enhance the reliability of P-SFCs and reduce the
deployment number of idle BVNFs. Then, we model the dynamics of delay and relia-
bility caused by the deployment of P-SFCS and BVNFs and formulate the throughput
maximization problem;

• We design an approximation algorithm to find a near-optimal solution. It defines
delay-reduction priority and reliability-enhancement priority to identify the critical
VNF in SFC and designs two schemes to deploy P-SFCs and BVNFs and steer user
requests traversing these VNF instances;

• To evaluate the effectiveness of our proposed algorithm, we conduct extensive simu-
lation experiments based on real-world datasets from the central business district of
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Melbourne, Australia. Experimental results show that compared to two benchmark
algorithms (see Section 5), our proposed algorithm can significantly decrease the delay
and increase throughput while improving resource utilization.

The remainder of this paper is organized as follows. Section 2 presents recent works.
Section 3 presents the system model and formulates the problem. Section 4 designs an
approximate algorithm for the throughput maximization problem. The performance of
our proposed algorithms is empirically evaluated in Section 5, and Section 6 concludes
the paper.

2. Recent Works

Since MEC and NFV appeared, many researchers in the industry and research commu-
nity have worked on how to provide low-delay and reliable network services for mobile
users by deploying SFCs and BVNFs on edge servers. We review the recent work about
the deployment of P-SFCs and BVNFs as the joint deployment of SFC and BVNFs with
parallelization or not.

2.1. Joint Deployment of SFC and BVNFs without Parallelization

Huang et al. [15] studied a reliability-aware VNF deployment problem by deploying
active and backup VNF instances at different cloudlets in the mobile edge network and
devised an approximation algorithm. Li et al. [14] assumed that user satisfaction with a
service is heavily impacted by the service’s reliability and delay. They formulated a user
satisfaction problem aimed at maximizing the accumulative user satisfaction and devising
an approximation algorithm for it.

Shang et al. [16] studied the highly available and cost-effective SFC deployment prob-
lem under edge resource limitations and time-varying VNF failures. They proposed a
reliability-aware adaptive deployment scheme to deploy SFCs, static backup, and dynamic
backup to guarantee reliability. Li et al. [17] assumed that the reliability of VNF instances
is affected by the software implementation, execution duration, workload among edge
servers, and so on. They predicted reliability based on digital twin techniques and proposed
two optimization problems of reliable service provisioning: the service cost minimization
problem and the dynamic service admission maximization problem. Rui et al. [18] pro-
posed an SFC reliability evaluation method and reliability optimization algorithm. They
analyzed all of the potential influencing factors for reliability, including resource preemp-
tion, common cause failure, fault recovery and redundant backup, and execution time.
Qiu et al. [19] assumed that the fault probability of each VNF is dynamic and fluctuates
according to time and workload. They proposed a long-term provisioning problem to
maximize the throughput of receiving requests while minimizing receiving costs and solved
it via an online approximation scheme. Liang et al. [20] studied a novel service reliability
augmentation problem for each admitted request and designed a deterministic heuristic
for the problem without any resource violation.

Yang et al. [21] focused on a dynamic network environment where a user request
arrived randomly and formulated the maximization problem of the number of accepted user
requests. Karimzadeh–Farshbafan et al. [22] formulated dynamic reliability-aware service
placement as an infinite horizon Markov decision process to minimize the placement
cost and maximize the number of accepted user requests. They designed an iteration
algorithm to find the optimal policy. Unlike Karimzadeh–Farshbafan et al. [22], Li et al. [23]
assumed that requests arrived into the system one by one without the knowledge of
future arrivals and proposed a reliable VNF provisioning problem. They developed two
efficient online algorithms under two different backup schemes: on-site (local) and off-site
(remote) schemes. Jia et al. [24] formulated the problem of SFC scheduling in a dynamic
5G environment aiming to maximize the number of accepted user requests. They first
proposed an algorithm to decide the redundancy of VNFs while minimizing delay. Then,
they designed a reinforcement learning approach for SFC scheduling to increase the success
rate of SFC requests.
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2.2. Joint Deployment of SFC and BVNFs with Parallelization

There are extensive studies on the joint deployment problem of P-SFCs and BVNFs
with parallelization while satisfying delay and reliability requirements in MEC networks.
We classify the related studies into two categories: parallelism with traffic duplication and
parallelism with traffic splitting.

Parallelism with traffic duplication leverages all active VNF instances and VNF repli-
cas to construct a primary SFC and multiple backup SFCs. Then, it transmits multiple
duplications of user requests along multiple instances. Unlike re-routing to a reliable VNF
in case an active VNF fails, this approach directly leverages VNF backups to increase the
service’s reliability, as seen in [25,26]. For example, Qu et al. [25] considered the trade-off
of reliability, delays, and resource consumption. To satisfy the delay and reliability re-
quirements and minimize the communication bandwidth usage, they deployed multiple
VNF backups and duplicate flow to traverse all active VNF instances and VNF backups.
To further improve resource usage, Qu et al. [26] proposed a VNF deployment problem
while supporting VNF decomposition and hybrid multiple-path routing and designed
a heuristic algorithm to solve the problem. However, the algorithm wastes resources to
process multiple traffic duplications. Therefore, it is suitable in cases where the length of
SFC is short and the reliability of VNF is not high.

Parallelism with traffic splitting allows user requests to be split into multiple sub-
flows that are processed in parallel by multiple SFCs, thus reducing the service delay.
Many studies have been devoted to parallelism with traffic, such as [27,28]. For example,
Engelmann et al. [27] studied end-to-end service reliability with flow and SFCs parallelism.
They defined four different backup deployment strategies and analyzed the service reli-
ability of these deployment strategies. Their results show that parallelism significantly
increases service reliability and resource utilization compared to serial processing. How-
ever, these strategies increase reliability at the cost of resources. To further improve service
reliability and reduce resource consumption, they [28] studied service reliability with era-
sure coding and the failures of the path segment, VNF, and server failures. They derived
analytical expressions for service reliability with encoding or VNF redundancy and showed
that the combination of both methods increases service reliability. These aforementioned
studies analyzed the service reliability of SFC in detail; however, they did not study the
reliability-guaranteed problem under a multi-user resource-constrained environment and
did not consider the service delay.

Kianpisheh et al. [29] proposed a parallel VNF processing approach through pools of
candidate servers that host VNFs processing the traffic. Considering parallel VNF process-
ing without backup VNFs decreases reliability and incurs additional communication and
process costs. Promwongsa et al. found [10] focused on the problem of minimizing the
sum of reliability degradation and operational costs while satisfying delay requirements.
Due to the complexity of this problem, they proposed a Tabu search-based algorithm to
find sub-optimal solutions. Wang et al. [30] also focused on the parallelized SFC deploy-
ment problem to minimize physical link consumption. They designed three deployment
strategies and a hybrid deployment algorithm to solve this problem.

Unlike VNF decomposition, which reduces the computing resources of VNF replicas
in [26], Alleg et al. [31] considered diversity which splits a single active VNF into a pool of
active instances. Then, they proposed a joint selective diversity and tailored redundancy
mechanism to provide resilient service. Based on this mechanism, they proposed the de-
ployment problem of SFC to minimize resource consumption and proposed three solutions
to solve the problem.

To address the reliability-aware, delay-guaranteed, and resource-efficient SFC deploy-
ment problem, Thiruvasagam et al. [32] proposed a novel SFC sub-chaining method to
enhance service reliability. Then, they formulated the reliable SFC deployment problem of
minimizing the number of active physical nodes allocated for SFCs deployment. Given the
high computational complexity, they proposed a modified stable matching algorithm to
provide a near-optimal solution. However, the failure of any VNF of these sub-flows will



Appl. Sci. 2023, 13, 7261 5 of 21

interrupt service provision and decrease the service reliability. Moreover, to process these
sub-flows and improve reliability, it needs to deploy multiple active VNF instances and
VNF replicas consuming massive resources.

2.3. Our Research

Due to the flexibility of traffic scheduling and the advantages of parallelism, this
approach of splitting user requests into multiple sub-flows can flexibly schedule traffic
and balance load, which is suitable for satisfying the requirements of delay-sensitive
applications in the MEC network. However, the work above only considers that the
reliability decreases significantly as the number of parallel VNFs increases or only that
the parallel VNFs can directly replace failure VNFs. The former ignores the situation
where parallel VNFs can improve reliability, and the latter does not consider whether the
delay requirements are satisfied after replacing the failed VNFs. Based on our discussions
above, we propose a new scheme to reduce delay and enhance the reliability of P-SFCs and
formulate the problem of maximizing throughput.

3. System Model and Problem Statement
3.1. Network Topology

The NFV-based MEC network consists of several edge servers, base stations, and
mobile users, as shown in Figure 1. We model the network as an undirected graph
G = (BS ∪V, E), where BS is a set of base stations, and E represents all physical links
between base stations [33]. Ei,j indicates the physical links between edge server Vi and Vj
with a transmission rate Bi,j. V is a group of edge servers Vi ∈ V with a resource capacity
Ci. We assume that there are |F| types of VNFs in the network with different network func-
tions. The set of different VNFs is denoted as F =

{
f1, f2, . . . , f|F|

}
. The resource demand,

processing capacity, and reliability of each VNF fn ∈ F are C fn , Pfn , and R fn , respectively.
To facilitate discussion, we use the number of resource units to represent resource demand,
which can be obtained by the weighted sum of the number of different resources (e.g., CPU
cores, storage). The reliability of each VNF is characterized in terms of mean time between
failure (MTBF) and mean time to repair (MTTR), i.e., MTBF/(MTBF + MTTR). Then, we
assume that the active VNF instances and BVNFs of each VNF in SFC have the same
resource demand, processing capacity, and reliability.
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Figure 1. The MEC network. Basic settings: There are two user requests, r1 and r2, with two SFCs,
i.e., SFC1〈VNF1, VNF2, VNF3〉 and SFC2〈VNF1, VNF3〉. The source and destination nodes of these
two user requests are BS1 and BS2 and BS1 and BS4, respectively. For user request r1, the VNF1

instance is deployed in edge server V1, with the VNF2 instance and the VNF3 instance in edge server
V2. Thus, user request r1 can obtain the required network service by traversing the instances in the
edge servers in order.
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Then, we define that the user request from mobile user Ui is represented by a tuple
ri = 〈si, di, Di, Ri, SFCi, ti, ni〉, where si is the source node, i.e., the nearest base station
where Ui sends user request ri, di is the destination node of user request ri, i.e., the edge
server which processes user request ri and return results, Di is the end-to-end delay
requirement, Ri is the reliability requirement with 0 < Ri 1, SFCi is the requested VNF
chain, which consists of Li network functions VNF1, VNF2, . . . , VNFLi in order, and ti is
the data size of user request ri. The set of user requests from all mobile users is denoted as
R. We also define ni as the maximum number of sub-flows that each traffic flow of ri can
be split into. These sub-flows can merge to traverse the same VNF and be split to traverse
different VNFs flexibly. As an assumption, when a mobile user is located in the overlapping
area of the communication coverage of multiple base stations, it sends user requests to the
nearest base station. We also assume that there is only one user request associated with
each mobile user. Note that our work can be extended to deal with the case where there are
multiple user requests from each mobile user by treating them as multiple user requests
from different virtual users, and all of these virtual users are the aforementioned mobile
user. Key notations used in this paper are summarized in Table 1.

Table 1. List of key notations in this paper.

Notation Definition

(BS∪V,E) The MEC network
Ei,j The physical links between edge servers Vi and Vj
Ci The resource capacity of edge servers Vi
F The set of different VNFs

C fn , Pfn and R fn

The resource demand, processing capacity, and reliability of
each VNF fn

〈si, di, Di, Ri, SFCi, ti, ni〉

seven tuple definition: si is the source node; di is the destination
node of user request ri; Di is end-to-end delay requirement; Ri is
the reliability requirement; SFCi is requested VNF chains; and ti is

data size of user request ri; ni is the maximum number
of sub-flows

Xl,j
i,k

Indicate the deployment of VNFl in SFCi on the edge server Vj
for processing sub-flow k of user request ri

Yk,i
le

Indicate whether sub-flow k of traffic flow ri pass through
link Ej,h

Zi,l,j
Indicate if BVNFs for VNFl of traffic flow ri is deployed on edge

server Vj

3.2. P-SFCs and BVNFs Deployment

Each user request can be accepted under the following conditions: (i) starting from
the source node, the user request traverses P-SFCs and reaches the destination node. The
overall time does not exceed the delay requirement; (ii) the service reliability provided by
P-SFCs and BVNFs must satisfy the reliability requirement. Therefore, when the mobile
user sends their user request, P-SFCs and BVNFs are deployed in edge servers near users
and process incoming user requests while satisfying delay and reliability requirements. To
model the service reliability and delay of P-SFCs and BVNFs, we first define the deployment
variables of P-SFC and BVNFs.

The binary variable Xl,k
i,j is used to present the deployment of VNFl in SFCi on the

edge server Vj ∈ V for processing sub-flow k of user request ri such that:

Xl,k
i,j =


1, if VNFl of SFCi is deployed on Vj for sub-flow k of ri

0, otherwise

(1)
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We use the discrete variable xl,k
i,j to indicate the resource demand of VNFl instances

that are deployed in Vj for processing sub-flow k of user request ri. We also use the discrete
variable rl,k

i,j ∈ [0, ti] to indicate the data size of sub-flow k, which is processed by VNFl

instances on edge server Vj.
Considering the traffic routing, we next use a binary variable, whether sub-flow k of

traffic flow ri passes through link Ej,h ∈ E such that:

Y j,h
i,k =


1, if sub-flow k of traffic flow ri passes through link Ej,h

0, otherwise

(2)

To record the number and preemption resources of BVNFs for traffic flow ri deployed
in edge server Vj ∈ V, we use a binary variable Zl

i,j to indicate if BVNFs for VNFl of traffic
flow ri are deployed in the edge server Vj ∈ V such that:

Zl
i,j =


1, if BVNFs for VNFl of ri is deployed on edge server Vj

0, otherwise

(3)

We also use the discrete variable zl
i,j to indicate the resource demand of BVNF instances

for VNFl deployed in Vj.
Next, we model the reliability and delay of P-SFCs and BVNFs. Note that the VNF

instance failures are independent and do not impact each other. In the MEC network, the
reliability of all VNFl instances in SFC is positively correlated with the incoming traffic
size and processing capacities. First, we define all instances of VNFl as an instance set,
record the length of it as

∣∣Na,l,i
∣∣, and obtain all non-repeating subsets of length 1, 2, . . . , |N|.

Next, we calculate the end-to-end delay when these instances in a subset process a user
request simultaneously with all VNF instances of other VNFl ∈ SFCi. If the delay satisfies
the delay requirement, we define the subset of these instances as a feasible set and delete
any remaining subset that contains all instances of the feasible set. Then, we calculate the
reliability of all feasible sets. The operation example of calculating the reliability rVNFl,i

of VNFl on SFCi is shown in Figure 2. To avoid calculating reliability repeatedly, it is
necessary to obtain an ordered permutation of all feasible sets and then find the intersection
of feasible sets. For example, the intersection of two feasible sets, i.e., [V4, V5, V6] and [V4,
V5, V7], is [V4, V5]. The reliability of these two sets is equal to the reliability of [V4, V5]
times the reliability of [V6, V7]. Since both V4 and V5 must remain active, only one of V6
and V7 remain active, and the reliability of [V6, V7] is equal to 0.96 (i.e., 1 − 0.22). The
reliability of [V4, V5] is equal to 0.00512 (i.e., 0.2* × 0.2 × 0.2 × 0.8 × 0.8). The value of 0.23

is to ensure that V1, V2, and V3 fail and avoid the intersection between the reliability of
these two sets, and the feasible set contains V1, V2, and V3.

The reliability of P-SFCs is the product of all active instances of P-SFCs. The service
reliability of P-SFCs for SFCi is denoted as RP−SFCi . The accumulative reliability of RP−SFCi
is as follows.

RP−SFCi =
Li

∑
p=1

rVNFp,i (4)
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feasible sets are sequentially sorted by the ID of edge servers in each column while ensuring that the
elements in each row are unchanged. The overall reliability rVNFl,i of VNFl on SFCi is the sum of the
reliability of all feasible sets.

When there are
∣∣Na,l,i

∣∣ BVNFs for VNFl in SFCi, let ri,l,1, ri,l,2, . . . , ri,l,Na,l,i
be their

reliability, respectively. The accumulative reliability RSFCi of user request ri is, therefore:

RSFCi =
Li

∑
p=1

(
1−

(
1− rVNFp,i

) Na,l,i

∑
j=1

(
1− ri,l,j

) )
(5)

Here, we consider two kinds of delay, namely, the transmission delay along multiple
P-SFCs between the source node and the destination node and the processing delay in each
edge server. The overall processing delay of sub-flow k of traffic ri at all edge servers is
denoted as dpro( fi,k). Let P(si, di, k) be the routing path for sub-flow k of user request ri
between the source node and the destination node. The transmission delay along the path
P(si, di, k) is d(P(si, di, k)) = ∑Ej,h∈P(si ,di ,k) d

(
Bj,h

)
, where d(Ej,h) is the transmission delay

of sub-flow k on link Ej,h ∈ E. The accumulative delay of user request ri is, therefore:

DSFCi = max
{

d(P(si, di, k)) + dpro( fi,k)
}

(6)

3.3. Problem Statement

Now, we describe all constraints related to the deployment of P-SFCs and BVNFS.
Constraint 1: Ensures that all sub-flows k of traffic flow ri are processed by the

ordered SFC.
∑k ∈ri

∑VNFl∈SFCi
rl,k

i,j = 1, ∀VNFl ∈ SFCi, ∀ri ∈ R (7)

Constraint 2: Ensures that the number of sub-flows cannot exceed the maximum
number of sub-flows for user request ri. That is, the number of all instances for VNFl

cannot exceed the maximum number.

0 ≤∑Vj∈V Xl,k
i,j ≤ ni, ∀VNFl ∈ SFCi, ∀ri ∈ R (8)
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Constraint 3: For each user request, if it can be successfully accepted, we should make
sure the end-to-end delay will not exceed its delay requirement.

max
{

d(P(si, di, k)) + dpro( fi,k)
}
≤ Di, ∀ri ∈ R (9)

Constraint 4: For each user request, if it can be successfully accepted, we should make
sure the reliability is no less than its reliability requirement.

RSFCi ≥ Ri, ∀ri ∈ R (10)

Constraint 5: To guarantee that the total resource preemption of each edge server Vj
does not exceed the resource capacity Cj, we have:

∑ri∈R ∑k ∈ri
∑VNFl∈SFCi

Xl,k
i,j xl,k

i,j + Zl
i,jz

l
i,j ≤ Cj, ∀Vj ∈ V (11)

We use xi = 1 to represent the fact that the user request ri is successfully accepted.
Given a MEC network G = (BS ∪V, E), in which a set U of mobile users with each mobile
user i∈U sends a user request ri, the network throughput is ∑ri∈R xi, and the throughput
maximization problem can be formulated as follows:

max ∑
ri∈R

xi

s.t. (7), (8), (9), (10), (11)
(12)

4. Proposed Solution

Since the throughput maximization problem is computationally expensive to derive
the optimal solution, we design an approximation algorithm to solve the problem. To
minimize resource preemption, the approximation algorithm aims at deploying parallel
VNFs to form P-SFCs with low delay and high reliability and the minimum number of
BVNFs to satisfy reliability requirements. The pseudo-code of our proposed algorithm is
outlined in Algorithm 1.

4.1. Throughput Maximization Algorithm

To maximize throughput efficiently, we design two schemes to deploy P-SFCs and
BVNFs with the highest performance enhancement. First, to decrease the end-to-end delay
and the resource preemption of P-SFCs, a delay-reduction priority is defined to measure
the priority of deploying parallel VNF instances for each VNF in SFC. The priority for
VNFl on SFCi is defined as follows:

Pd
i,l = max

{
d(P(pl−1, pl , k)) + dpro( fl,k) + d(P(pl , pl+1, k))

}
(13)

where d(P(pl−1, pl , k)) is the transmission delay of sub-flow k traversing from edge server
pl−1 deploying VNFl−1 instances to the next edge server pl deploying VNFl instance.

To ensure that deploying parallel VNFs can obtain high delay reduction and the total
data size of these sub-flows remains the same, we design a delay-reduction scheme to select
VNFs and edge servers to deploy parallel VNF instances and determine the split and merge
of user requests.

1. If VNFl has the highest priority and the number of parallel VNFl instances does not
exceed the maximum number of sub-flows, we select VNFl as the critical VNF to
obtain the high potential of delay reduction by deploying parallel VNF instances of
VNFl . In reverse, we select the next VNF with high priority as the critical VNF. The
next step is to find a target sub-flow and split it into smaller sub-flows;

2. Then, we sort all sub-flows of user requests by the delay of sub-flows traversing from
the previous server to the current server and from the current server to the next edge
server. We select the sub-flow with the maximum delay as the target sub-flow. Next,
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we record the previous server, current server, and next server that were traversed
by the target sub-flow. We also record the communication distance to traverse these
three servers as the target communication distance. The next step finds all feasible
edge servers;

3. Next, we define a set of edge servers that deploy VNFl instances traversed by the
user request as a comparison set. Then, we select edge servers whose resource
capacity exceeds resource demand from all edge servers except for edge servers in
the comparison set. This operation ensures that the target sub-flow is split into two
sub-flows and traverses different paths to decrease delay. Next, we insert these edge
servers into a candidate set and record the transmission and processing capacities of
different paths from the previous server to these edge servers and from these edge
servers to the next server. Next, we find the target edge server to deploy a parallel
VNF instance;

4. Then, we select the edge server with the highest capacity as the target server and
define the flow that traverses it as the candidate flow. The next step splits and merges
sub-flows to reduce delay;

5. To decrease delay, we split the target sub-flow into two sub-flows according to their
transmission and processing capacities. We do not evenly split the size of the user
request between all sub-flows and the candidate flow or the size of the target sub-
flow between the target sub-flow and the candidate flow. Although the former can
significantly reduce delay, it affects the delay and reliability of subsequent VNFs.
The latter does not guarantee delay reduction if the communication distance of the
candidate flow is too large.

Based on the above discussion, there are two special cases that require different
methods of splitting and merging: (i) when the number of sub-flows traversing the previous
server and the next edge server exceeds one, we split the total data size of these sub-flows.
As they traverse the same next edge server, the method does not affect the subsequent
VNFs; (ii) when the situation depicted in Figure 3c occurs, we must guarantee that the
communication distance of the candidate flow is less than the communication distance of
the target sub-flow. The different ways to split and merge sub-flows are shown in Figure 3.
Additionally, the flowchart of the delay-reduction scheme is shown in Figure 4.
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Figure 3. (a) Split target sub-flows; (b) merge and split multiple sub-flows; (c) schedule the traffic 

of target sub-flow to candidate flow. In Figure 3a, the sum of transmission and processing capacity 
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Figure 3. (a) Split target sub-flows; (b) merge and split multiple sub-flows; (c) schedule the traffic of
target sub-flow to candidate flow. In Figure 3a, the sum of transmission and processing capacity of
the target sub-flow and candidate flow is x and y, respectively.
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Second, to reduce the number of BVNFs, a reliability-enhancement priority is defined
to measure the priority of deploying parallel VNFs for each VNF in SFC. The priority for
VNFl on SFCi is defined as follows:

Pr
i,l = 1/rVNFp,i (14)

To ensure that deploying parallel VNFs can obtain high-reliability enhancement and
the total size of these sub-flows remains the same, we design a reliability-enhancement
scheme to select the VNF, sub-flow, and edge server.

1. If VNFl has the highest priority and the number of parallel VNFl instances does not
exceed the maximum number of sub-flows, we select VNFl as the critical VNF to
obtain a high potential of reliability enhancement by deploying parallel VNF instances
of VNFl [25,34]. In reverse, we select the next VNF with high priority as the critical
VNF. We execute the above steps 2–3 to find the target sub-flow and all feasible edge
servers. Then, we sort feasible edge servers by their transmission and processing
capacities. We record the comparison set that satisfies the delay requirement and the
reliability set that consists of all edge servers which deploy parallel VNFl instances
used to enhance reliability. The next step is to find the target edge server to deploy
parallel VNF instances;

2. Then, we define the feasible edge server with the highest capacity as the selected edge
server. Next, we calculate the end-to-end delay when replacing one edge server in
the comparison set one by one with the selected edge server. If the end-to-end delay
satisfies the delay requirement, we replace other edge servers in the comparison set
one by one with the edge server in the reliability set. Then, if the end-to-end delay
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satisfies the delay requirement, we record the selected edge server and other edge
servers as a feasible set and the number of all feasible sets. If the number exceeds the
length of the comparison set, we define the selected server as the target server and the
flow that traverses it as the candidate flow. In reverse, we select the next edge server
with high priority as the selected edge server. Then, we execute the above step 5 to
split and merge the target sub-flow.

Notice that to improve resource utilization, we control the length of the feasible set to
be the length of the comparison set. The reason for this is that service reliability significantly
decreases as the number of VNF instances that must simultaneously remain active to satisfy
the delay requirement increases. Thus, if VNFl instances need to process a user request
simultaneously with many VNF instances, the reliability enhancement can be ignored.
The operation example to obtain all feasible sets is shown in Figure 5. Additionally, the
flowchart of the reliability-enhancement scheme is shown in Figure 6.
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to deploy parallel VNF instances on target edge server V5. There are three edge servers [V1, V2, V3]
in the comparison set and one edge server [V4] in the reliability set. We first replace the edge servers
in the comparison set with V5, and then we replace the other edge servers with V4.

Based on two measures, we design a throughput maximization algorithm. The pseudo-
code of our proposed algorithm is outlined in Algorithm 1.

This algorithm works as follows: first, it calculates the shortest path and communi-
cation distances among edge servers and the nearest base station to each mobile user by
means of the Dijkstra Algorithm and the Euclidean Metric in lines 2–7. For user request ri,
it sorts edge servers by the communication distances between the edge server deploying
VNFl−1 instances and all feasible edge servers. Then, it starts finding the nearest edge
server for deploying one instance of VNFl on SFCi in order on lines 9–14. However, if there
are no more VNF instances that can be deployed in any edge servers without violating
their resource capacities, it terminates the loop, drops the user request ri, and releases
the resource it preempts. Otherwise, this procedure continues until all VNF instances are
deployed. Then, it calculates the end-to-end delay.
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If the delay exceeds the delay requirement, this algorithm reduces the delay by de-
ploying parallel VNF instances in lines 16–23. It calculates the delay-reduction priority of
all VNFs in SFC and executes the delay-reduction scheme to find critical VNFs and target
servers and determine the split and merge of user requests. This procedure continues
until the delay requirement is satisfied. However, if the delay requirement is not satisfied
when the number of parallel instances for all VNFl in SFC equals the maximum number of
sub-flows or no edge server resources are available to deploy VNF instances, it terminates
the loop, drops user request ri, and releases the resource it preempts. Otherwise, it deploys
parallel VNFs to satisfy the reliability requirement.

Algorithm 1 calculates the reliability-enhancement priority for each VNF in SFC and
then executes the reliability-enhancement scheme. This procedure continues until the
reliability requirement is satisfied. However, if the reliability requirement is not satisfied
when the number of parallel VNF instances for all VNFn in SFC equals the maximum
number of sub-flows or no edge server resources are available to deploy VNF instances,
the next step is to deploy BVNFs for user request ri on lines 27–36.
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Algorithm 1 Throughput Maximization Algorithm

Input: G, R;
Output: A, P;
1: A = 0;
2: FOR all Vi, Vj ∈ V DO
3: Calculate P[Vi][Vj] by Dijkstra algorithm;
4: END FOR
5: FOR all Ui ∈ U, BSj ∈ BS DO
6: Calculate D[Ui][BSj] and find the nearest base station for Ui;
7: END FOR
8: FOR all ri ∈ R DO
9: FOR all VNFl ∈ SFCi DO
10: Find the edge server Vk with the lowest transmission distance;
11: IF Ck > C fVNFl

THEN

12: Deploy one VNFl instance in Vk;
13: Calculate the delay and reliability of ri;
14: END IF
15: END FOR
16: WHILE the delay of ri > Di DO
17: Execute the delay-reduction scheme;

18: IF all
∣∣∣VNFl

∣∣∣ >= ni THEN
19: Drop ri;
20: Release all resources of ri;
21: BREAK;
22: END IF
23: END WHILE
24: IF the delay of ri <= Di DO
25: WHILE the reliability of ri < Ri DO
26: Execute the reliability-enhancement scheme;
27: IF all |VNFl|>= ni THEN
28: Find VNFl with the highest priority;
29: Find server Vk with the lowest communication distance;
30: IF Ck > C fVNFl

THEN
31: Deploy one backup instance in Vk;
32: Calculate the delay and reliability of ri;
33: ELSE
34: BREAK;
35: END IF
36: END IF
37: END WHILE
38: END IF
39: IF the delay of ri <= Di && ri >= Ri DO
40: A = A + 1;
41: END IF
42: END FOR
43: Return A, P;

This algorithm also calculates the reliability-enhancement priority for each VNF in
SFC and selects the VNF with the highest priority, and selects VNFl with high priority as
the critical VNF. Then, it finds the nearest edge server that deploys an active VNFl instance
and a sub-flow that traverses the edge server. Additionally, it records the previous and next
edge servers that are traversed by the sub-flow and deploys VNFl−1 and VNFl+1 instances,
respectively. Finally, it selects the edge server with the lowest communication distance
from the previous server to the server and from the server to the next edge server. If there
are no more VNF instances that can be deployed in any edge servers without violating
their resource capacities, it terminates the loop, drops the user request ri, and releases the
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resource it preempts. Otherwise, this procedure continues until the reliability requirement
is satisfied.

4.2. Complexity Analysis

In Algorithm 1, finding the shortest paths among edge servers and the nearest base
station for all mobile users requires O(|v|3 + |U||V|). Then, deploying one VNF instance
for each VNF in SFC for all user requests requires O(|U||Li||V|). Then, deploying parallel
VNF instances to satisfy delay and reliability requirements for all user requests requires
O(|U||Li||V|+ |U||Li||V||ni|2). Next, deploying BVNF instances to satisfy the reliability
requirements for all user requests requires O(|U||Li||V|). Thus, the time complexity of the
throughput maximization algorithm is O(|v|3 + |U||Li||V||ni|2).

5. Performance Evaluation

In this section, we evaluate the performance of our proposed algorithms through
experimental simulations. The experiments are implemented with the MATLAB platform
and run on a personal computer with Intel Core CPU i7-9750H @ 2.60 GHz, 24 GB RAM.

We use the real-world EUA (https://github.com/swinedge/edu-dataset, accessed
on 16 June 2023) dataset to simulate the MEC network environment. In our experiments,
the locations of base stations and users are from the EUA dataset. There is one edge server
deployed alongside each base station. The resource capacity of each edge server is randomly
between 50 and 150 units. The data size, delay, reliability requirements, and maximum
number of sub-flows of each user request ri are randomly between 100 and 300 KB, 100 and
300 ms, 0.7 and 0.99 and 1 and 4, respectively. The number of VNF types is 20. The resource
demand, processing capacity, and reliability of each VNF are randomly between 1 and
10 units, 104 and 105 KB/s and 0.6 and 0.9, respectively. We conducted experiments with
the above settings. To further understand the effectiveness of our proposed algorithm, we
compared it with two benchmark algorithms. We also define our proposed algorithm for
the joint deployment of P-SFCs and BVNFs with dynamic reliability as DRPD:

1. The Joint Deployment algorithm of P-SFCs and BVNFs with Static Reliability (SRPD):
this algorithm deploys parallel VNF instances only to decrease delay. Then, it deploys
BVNF instances to satisfy the reliability requirement. The reliability of parallel VNF
instances is the product of the reliability of all VNF instances;

2. The Joint Deployment algorithm of P-SFCs and BVNFs for Decreasing BVNFs (DBPD):
this algorithm deploys parallel VNF instances only to decrease delay and enhance
reliability for decreasing BVNFs. When deploying parallel instances to decrease delay,
it calculates delay-reduction priority and finds the target edge server by comparing
the communication distances from the previous edge server traversed by the target
sub-flow to all feasible edge servers.

We also investigate the impact of important parameters on the performance of our
proposed algorithm. The important parameter settings in our experiments are shown in
Table 2.

Table 2. List of important parameters in this paper.

Notation Explanation Value

|U| Number of mobile users 50, 100, 150, 200, 250
|V| Number of edge servers 50, 75, 100, 125
|Li| Number of VNFs in SFC 6, 8, 10, 12, 14
|R| Reliability of each VNF 0.6, 0.7, 0.8, 0.9

5.1. The Impact of the Number of Mobile Users on Different Algorithms

We first analyze the impact of the number of mobile users on network performance.
Figure 7a shows that the average delay increases with the number of mobile users. As

the number of mobile users increases, the resource capacities of nearby edge servers are

https://github.com/swinedge/edu-dataset
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not enough to deploy the critical VNF. The critical VNF needs to be deployed in further
edge servers. Meanwhile, DRPD is superior to BMPD and SRPD in terms of the difference
between the average delay and the average delay requirement. DRPD deploys parallel
instances for critical VNFs with the highest delay between the previous server and the
next server, while BMPD deploys it for critical VNFs with the highest delay between the
previous server and the current server. However, SRPD does not deploy parallel instances
for critical VNF.
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Then, we define the average reliability provided by all parallel instances for each VNF
as the average VNF reliability. When there is only one instance that is deployed for each
VNF, we define the average reliability of each VNF as the base reliability.

In Figure 7b, BMPD is superior to our proposed algorithm in terms of the number of
parallel VNF instances and average VNF reliability. DRPD selects VNF with the highest
delay between the previous server and the current server as the critical VNF. When replacing
edge servers in the comparison set with the target edge server, the number of all feasible
sets that satisfy the delay requirement is lower than BMPD. The reason for this probably is
that after replacement, the delay of the user request traversing the target edge server in
DRPD is higher than the delay before replacement. Thus, BMPD can deploy more parallel
instances than DRPD. The enhancement of VNF reliability in BMPD is also higher than
in DRPD.

In Figure 7c, we can observe that the difference between VNF reliability and base
reliability decreases with the increase in the number of mobile users. As the number of
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mobile users increases, algorithms may deploy VNFs on further target edge servers. The
increase in delay leads to a decrease in the number of all feasible sets about the target edge
server, thus resulting in a decrease in reliability. For SRPD, the increase in delay leads to an
increase in the number of parallel VNFs, thus decreasing reliability.

Figure 7b,c also show that there is no significant performance difference in terms of
the number of instances for each VNF and the final reliability provided by all instances
among the three algorithms. This is because, to satisfy the reliability requirement, the
average reliability for each VNF in SFC provided by active and backup VNFs remains the
same. The number of BVNFs needed to satisfy reliability generally remains the same in
SRPD. Additionally, we select BVNFs for which the number of feasible sets exceeds the
length of the comparison set. Thus, the reliability enhancement is close to the reliability
improvement of deploying one BVNF.

Figure 7d shows that the throughput increases with the number of mobile users while
the rate of increase gradually slows down. This is mainly because the limited resource ca-
pacities of edge servers can only deploy a limited number of VNFs and BVNFs. Meanwhile,
our proposed algorithm is superior to the other two comparison algorithms. This can be
explained by Figure 7b,c. Although there is no significant performance difference in terms
of the number of instances in SFC, the average delay of DRPD is less than that of BMPD
and SRPD.

5.2. The Impact of the Number of Edge Servers on Different Algorithms

In this section, we compare our proposed algorithm with two other algorithms. Figure 8a
shows that the average delay decreases with the number of edge servers. When the number
of edge servers increases, the critical VNF can be deployed in nearby edge servers.
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and VNF reliability of all accepted user requests when the number of edge servers changes; (c) the
average reliability provided by one VNF instance, all active VNF instances and all VNF instances
of all accepted user requests when the number of edge servers changes; (d) throughput when the
number of edge servers changes.

Figure 8b,c show that the average VNF reliability rises as the number of edge servers
increases. Since the number of edge servers increases, algorithms can select edge servers
with shorter communication distances to deploy parallel VNFs. Thus, the number of
feasible sets and the reliability enhancement increase. For SRPD, the decrease in delay
leads to a decrease in the number of parallel VNFs, thus enhancing reliability.

Figure 8d shows that the throughput increases with the number of edge servers. When
the number of edge servers increases, the resource capacity of the MEC network increases
and can process more user requests.

5.3. The Impact of the Number of VNFs on Each SFC on Different Algorithms

In this section, we vary the number of VNFs on each SFC. Figure 9a shows that the
number of parallel VNF instances increases with the VNF number. Since the transmission
delay increases with the number of VNFs, the number of parallel VNFs needed to satisfy
the delay requirement increases significantly. The reliability enhancement of all feasible sets
decreases with the number of VNFs. Thus, the reliability provided by all parallel instances
for each VNF in SFC decreases with the VNF number, as shown in Figure 8b. Moreover, to
satisfy reliability requirements, the number of BVNFS is increasing.
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In Figure 9b, we can observe that the difference between VNF reliability and base
reliability increases with the VNF number in SRPD. The increase in delay leads to an
increase in the number of parallel VNFs, thus decreasing reliability.

Figure 9c shows that the throughput decreases with the VNF number. When the VNF
number increases, the resource demand and transmission delay of user requests increase.
However, the resource capacity in the network is fixed, so the throughput will decrease.

5.4. The Impact of the Reliability of Each VNF on Different Algorithms

In this part, we vary the reliability of VNF in each SFC. The number of all VNF
instances decreases with the reliability of VNF, and the reliability provided by all parallel
instances for each VNF in SFC increases with the reliability of VNF, as shown in Figure 10a,b.
When the reliability of VNF increases, the reliability enhancement achieved by deploying
the same number of parallel instances increases. Thus, fewer BVNFs are deployed to satisfy
the reliability requirement.
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Figure 10c shows that the throughput increases with the reliability of VNF. The total
number of VNF instances deployed to satisfy the reliability requirement decreases with the
reliability of VNF. The fixed resource capacity in the network can accept more user requests.
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6. Conclusions

The integration of multi-access edge computing (MEC) and parallelized service func-
tion chains (P-SFCs) can provide low-delay network services for mobile users by deploying
virtualized network functions (VNFs) to process user requests in parallel. Multiple backup
VNFs (BVNFs) are deployed near these VNFs to satisfy reliability requirements. In this
paper, we studied the problem of maximizing the number of accepted user requests in the
resource-limited MEC network. We first proposed a new approach to enhance the reliability
of P-SFCs and reduce the number of idle BVNFs. Then, we modeled the dynamics of delay
and reliability caused by VNF parallelization and BVNF deployment and formulated the
joint deployment problem of P-SFCs and BVNFs. Next, we designed an approximation
algorithm to find a near-optimal deployment of P-SFCs and BVNFs by finding the critical
VNF, target sub-flow, and edge server and determining the split and merge of sub-flows.
Experimental results based on real-world datasets show that our proposed algorithm
outperforms two representative algorithms.

For future work, we would like to extend our research in two directions. The first
direction is to study a multi-objective optimization problem by considering the trade-offs
of reliability, delay, and resource preemption. Meanwhile, the second direction is parallel
scheduling and congestion control in a dynamic MEC network.
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