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Abstract: The importance of vehicle security has increased in recent years in the automotive field,
drawing the attention of both the industry and academia. This is due to the rise in cybersecurity
threats caused by (1) the increase in vehicle connectivity schemes, such as the Internet of Things,
vehicle-to-x communication, and over-the-air updates, and (2) the increased impact of such threats
because of the added functionalities that are controlled by vehicle software. These causes and threats
are further amplified in autonomous vehicles, which are generally equipped with more electronic
control units (ECUs) that are connected through controller area networks (CANs). Due to the holistic
nature of CAN, attacks on the networks can affect the functionality of all vehicle ECUs and the whole
system. This can lead to a breach of privacy, denial of services, alteration of vehicle performance, and
exposure to safety threats. Although cryptographic encryption and authentication algorithms and
intrusion detection systems (IDS) are currently being used to detect and prevent CAN bus attacks,
they have certain limitations. Therefore, this study proposed a mitigation scheme that can detect and
prevent such attacks at the ECU level, which could address the limitations of existing algorithms. This
study proposed the usage of a secure boot scheme to detect and prevent the execution of malicious
codes, as the presence of one or more ECUs with a malicious code is the root cause of most CAN
bus attacks. Secure boot schemes apply cryptographic data integrity algorithms to ensure that only
authentic and untampered software can run on the vehicle’s ECUs. The selection of an appropriate
cryptographic algorithm is important because it affects the secure boot schemes’ security level and
performance. Therefore, this study also tested and compared the performance of the proposed
secure boot scheme with five different data security algorithms implemented using the hardware
security module (HSM) of the TC399 32-bit AURIX™ TriCore™ microcontroller through an electric
autonomous vehicle’s control unit. The tests showed that the two most favorable schemes with the
selected hardware are the secure boot scheme with the cipher-based message authentication code
(CMACQ), because it possesses the highest performance with an execution rate of 26.07 (ms/MB),
and the secure boot scheme with the elliptic curve digital signature algorithm (ECDSA), because it
provides a higher security level with an acceptable compromise in speed. This study also introduced
and tested a novel variation of the ECDSA algorithm based on the CMAC algorithm, which was
found to have a 19% performance gain over the standard ECDSA-based secure boot scheme.

Keywords: controller area network; CAN bus; denial of service; automotive safety; automotive
cybersecurity; secure boot; hardware security module; HSM; over-the-air update; data integrity
algorithms; illegal tunning; autonomous vehicles; intrusion detection systems; IDS

1. Introduction

The functionality of modern vehicles has increased in recent years, with vehicle manu-
facturers adding more features to enhance vehicles’ comfort, safety, efficiency, performance,
and autonomy. The realization of these features is achieved through (1) increasing vehicles’
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connectivity to the outside world via schemes such as the Internet of Things, vehicle-to-x
communication, and over-the-air updates, and (2) adding more software components and
more complex software, which are deployed to a larger number of electronic control units
(ECUs). These ECUs are connected through various communication networks including
controller area networks (CANSs). This increase in external connectivity and code complex-
ity leads to increased chances of cybersecurity attacks because of the enlargement of the
attack surface caused by the expansion of possible avenues of attacks, as well as an increase
in such attacks’ impact, which is due to vehicles’ increasing reliance on software. This effect
can also be magnified due to an increase in the internal connectivity of the implemented
ECUs through the CAN bus. This further expands the attack surface as an attack on a single
ECU can be transferred to other ECUs that communicate with the attacked ECU. Hence, a
malicious code injection attack or a code reprogramming attack on a single ECU can affect
all ECUs connected to the CAN, which, depending on the vehicle architecture, could be the
whole system.

A CAN bus was introduced to vehicles to enable real-time communication between
the vehicles” ECUs to enhance the functionalities, performance, comfort, and safety of the
vehicles. Although the CAN bus is designed for safe communication, it is not designed for
secure communication, which has led to various vulnerabilities, such as the deficiency in
network segmentation, the lack of device authentication, and the absence of data encryp-
tion [1]. Such vulnerabilities can be exploited by attackers, who have access to the network,
to gain knowledge of private information, alter the vehicle’s behavior, impersonate an ECU,
and perform a denial-of-service (DoS) attack. An attacker can gain access to an ECU by
adding a malicious code to an existing ECU that performs the attack, or by introducing a
malicious ECU to the network. Between these two paths of attacks, the path of adding a
malicious code to an existing ECU is more dangerous because it can be performed remotely
without the need for physical access to the vehicle, and it can be scaled to other vehicles
that contain the same vulnerability.

Existing mitigation schemes against CAN bus attacks rely on cryptographic algorithms
for encryption and authentication, or on machine learning and deep learning algorithms
implemented in intrusion detection systems (IDS). Although both of these types of algo-
rithms are capable of preventing or detecting CAN bus attacks, each has its limitations.
Cryptographic encryption and authentication algorithms introduce latency in communi-
cation, rely on the secrecy and strength of the used key, may require changes to all CAN
nodes, and may alter CAN bus behavior. IDS systems lack mitigation actions, are not able
to detect all attacks, introduce communication latency, rely on data training, and may not
detect minor deviation attacks. Because of the mentioned limitations, this paper suggests
the usage of a mitigation scheme that detects and mitigates attacks at the ECU level rather
than at the network level. The proposed secure boot scheme is able to detect and stop
attacks at an early stage by detecting the presence of a malicious code in an ECU that
is connected to the CAN bus and preventing the execution of that malicious code. This
prevents the manipulation of the CAN bus that may have resulted from the malicious code.

The contributions of this manuscript are as follows: (1) It presents a secure boot scheme
to eradicate the root cause of most CAN bus attacks by detecting and mitigating the pres-
ence of malicious code in all vehicle ECUs that are connected to the bus. (2) It implements
and tests five different variants of the suggested secure boot scheme, using the TC399
32-bit AURIX™ TriCore™ microcontroller via the usage of a productized ready-to-deploy
software. The five tested variants are the hash variant, hash-based message authentica-
tion code (HMAC) variant, cipher-based message authentication code (CMAC) variant,
elliptic curve digital signature algorithm (ECDSA) variant, and RSA signature scheme
with appendix—probabilistic signature scheme (RSASSA PSS) variant. (3) It compares the
results of the tested variants and concludes that the most appropriate variants to be used
are the CMAC variant, as it is the fastest, and the ECDSA variant, as it provides higher
security than the CMAC variant with an acceptable speed downgrade. (4) It introduces a
new secure boot variant that is based on the novel ECDSA-CMAC data integrity algorithm,
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which results in a 19% increase in performance over the traditional hash-based ECDSA
variant. Based on our knowledge of the latest published papers that are publicly available,
the usage of ECDSA-CMAC as a data integrity algorithm and in the secure boot process
is a novel approach, which this manuscript proposes to improve the performance of the
ECDSA algorithm in the secure booting of systems with faster CMAC calculation than
hash calculation.

This paper is structured as follows: In the following section, a brief description of
possible CAN bus attacks is presented. In Section 3, the possible mitigation mechanisms
for CAN bus attacks are identified and compared. An overview of the secure boot process
and different secure boot strategies is provided in Section 4. An introduction to the five
tested validation algorithms and the ECDSA-CMAC algorithm is given in Section 5. In
Section 6, the selected hardware is described. The tested software and the tests results are
outlined in Section 7, while the conclusions are drawn in Section 8.

2. CAN Bus Attacks

Although modern vehicles are reliant on CAN buses in internal ECU communication,
CAN buses possess multiple security vulnerabilities, such as the deficiency in network
segmentation, the lack of device authentication, and the absence of data encryption. These
vulnerabilities can be exposed by attackers to gain access to confidential data, alter the
vehicle functionality, and possibly endanger the targeted vehicle’s driver and passengers.

Attackers target vehicle CAN buses through attacks such as sniffing attacks, fuzzing
attacks, frame falsifying attacks, injection attacks, DoS attacks, and ECU impersonation [1].
Some of the mentioned attacks, if performed successfully on a vehicle, can unlock other
attacks on other vehicles with the same CAN architecture. For example, an attacker
can use sniffing attacks to gain access to CAN bus confidential messages’ specifications.
The attacker then can use those specifications to manipulate and generate confidential
messages [2], unlocking other attacks such as frame falsifying attacks and injection attacks.
Another example is attackers using fuzzing attacks to discover possible vulnerabilities in
the CAN system that are not yet known to the manufacturer, leading to zero-day attacks [3].
The most common CAN attacks are summarized in Table 1.

Table 1. CAN bus attacks, the vulnerabilities that each attack exploits, and whether a successful
attempt of an attack on a vehicle could unlock the same attack or other attacks on other vehicles.

CAN Bus Attack Exploited Vulnerabilities =~ Unlock Attacks on Other Vehicles

Absence of segmentation

Sniffing attacks Absence of data encryption Yes

. Absence of segmentation
Fuzzing attacks Absence of authentication Yes
Frame falsifying attacks Absence of segmentation No

Absence of authentication

Absence of segmentation
Injection attacks Absence of authentication Yes
Absence of data encryption

DoS attacks Absence of segmentation No

Absence of segmentation
ECU impersonation Absence of authentication Yes
Absence of data encryption

Attackers could gain access to the CAN bus through two attack paths. The first attack
path, as shown in Figure 1, is carried out by injecting a malicious code into an ECU that is
connected to the CAN bus, which the attackers can use to sniff on the network and to inject
their attacks. The second attack path, as shown in Figure 2, is carried out by connecting
a malicious external ECU to the network and using that malicious ECU to perform the
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attacks. Between these attack paths, the first path imposes more threat because it is scalable
to other vehicles, and it does not require physical access to the vehicle as malicious code
injection could occur remotely [4,5].

ECU 3

(VRS el . Malicious Code Injection Remote
Code Attacker

CAN Bus

ECU 1 ECU 2

Figure 1. CAN attack path through malicious code injection (the first attack path).

Malicious

ECU 3 ECU

CAN Bus

ECU 1 ECU 2

Figure 2. CAN attack path through adding a malicious ECU (the second attack path).

As an example of the first attack path, the authors of [6] injected a code that monitors
vehicle behavior, and if a specified condition occurs, it sends a CAN message containing an
open window command to open the window. In [4], a personal computer (PC) attached to
a powertrain network was used to demonstrate the danger of interfering with the CAN
bus. The attached PC, which is an example of an added malicious ECU in the second attack
path, interfaced with the CAN bus to falsify the presence of the airbag system when it
was removed.

The literature contains various other attacks targeting the CAN bus. In [7], experiments
were conducted to demonstrate that malicious access to the CAN bus can lead to the
attackers taking control over critical components of the targeted vehicle, such as the brakes.
Ref. [8] performed a DoS attack by occupying the CAN bus with high-priority messages
sent at high frequencies. Ref. [9] used a spoofing attack to impersonate a targeted ECU and
caused an error that caused the targeted ECU to be disconnected from the network. In [10],
the authors were able to use the Wi-Fi hotspot and the cellular network interface of the
2014 Jeep Cherokee to remotely access its CAN bus.
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3. CAN Bus Attack Mitigation Schemes

Detecting and preventing CAN bus attacks has been a field of interest in academia,
leading to the development of several detection and prevention schemes. These detection
and prevention schemes are classified into cryptography-based encryption and authentica-
tion schemes, and intrusion detection systems.

Cryptography-based schemes ensure CAN messages’ confidentiality by applying
cryptographic encryption algorithms and ensure these messages’ integrity and authenticity
by using message authentication codes (MACs) and digital signatures [11]. Ref. [12]
proposed the usage of a 128-bit advanced encryption standard (AES-128) to encrypt CAN
messages at the sender node and then decrypt the messages at the receiver node. This
protects the network against sniffing attacks, as an eavesdropper will gain access to the
encrypted messages without knowledge of the used key. Hence, the attacker will not be
able to decipher the content of the messages. The usage of encryption algorithms also
prevents injection attacks and ECU impersonation, as an attacker who does not have access
to the used key cannot send targeted falsified messages to the receiver nodes, who expect
the received messages to be encrypted.

Although encryption algorithms ensure the confidentiality of transmitted messages,
they do not guarantee the authenticity of these messages’ sources. Therefore, encryption al-
gorithms cannot be used to protect against attacks such as fuzzing attacks. Also, encryption
algorithms cannot protect against injection attacks and ECU impersonation if an attacker
has access to the encryption key, which could be achieved by injecting a malicious code into
an ECU that has knowledge of the encryption key. This limitation is addressed through the
usage of message authentication codes and digital signatures that can be used to verify the
authenticity of the messages’ sources. The authors of [13] suggested replacing the cyclic
redundancy check (CRC) field in the CAN frame with cipher-block chaining (CBC) MAC,
which is generated by the sender node and verified at the receiver node using a key that is
only shared between the two nodes.

Although cryptographic encryption and authenticity schemes provide preventive
algorithms to CAN bus attacks, they possess multiple limitations. Firstly, cryptographic
encryption algorithms require a change to all CAN bus nodes because all nodes should be
able to decrypt and encrypt messages. Secondly, the usage of cryptographic algorithms
increases message latency because of the extra computations performed for each message.
This delay can be decreased through the usage of cryptographic hardware accelerators but
at a large cost of implementation. Thirdly, some cryptographic algorithms, such as MACs
and digital signatures, require changes to the CAN bus behavior to include the added
verification tags. Finally, the strength of cryptographic algorithms relies on the secrecy of
the used key, which is vulnerable because it is shared between the system’s ECUs.

Intrusion detection systems use machine learning and deep learning algorithms to
detect the presence of malicious messages in the CAN bus. Intrusion detection systems
are classified into signature-based IDSs and anomaly-based IDSs. Signature-based IDSs
use a database of CAN bus attacks to extract the signature of each attack and use these
signatures to detect malicious behavior in the bus. Although signature-based IDSs have a
high prediction rate of attacks, they require a continuous update of the database to be able
to detect new attacks [14]. Anomaly-based IDSs use learning models to monitor the CAN
traffic behavior and the CAN physical characteristics and to identify abnormal behavior or
characteristics [2]. Anomaly-based IDSs monitor traffic behavior such as message frequency,
message payload, and message identifiers, and monitor physical characteristics such as
voltage and signal profiles.

The study and development of CAN IDSs has been extensively investigated in the
literature. The authors of [15] developed a system that identifies the ECUs connected to
the CAN bus and detects if a malicious ECU has been added to the bus. The developed
system connects a monitoring unit that observes the signal profile of the network and sends
an alarm when a malicious ECU is detected. The developed detection system is useful
in detecting CAN bus attacks performed through the attack path of adding a malicious
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ECU, but it cannot detect attacks carried out through injecting a malicious code into an
existing ECU.

A novel intrusion detection system called CANintellilDS was developed to identify
CAN bus single intrusion and mixed intrusion attacks [16]. CANintellilDS uses a combi-
nation of attention-based gated recurrent unit (GRU) and convolutional neural network
(CNN) to analyze the timing behavior of the CAN bus traffic. CANintellilDS is able to
detect DoS attacks, fuzzing attacks, and ECU impersonation attacks.

A combination of CNN- and LSTM-based deep learning models was used to develop
a novel intrusion detection system, called Novel ADS [17], which is capable of detecting
four types of attacks: fuzzing attacks, RPM spoofing attacks, gear spoofing attacks, and
DoS attacks. Since NovelADS is trained using unsupervised learning, it can effectively
identify zero-day attacks.

The authors of [18] developed a multiple-observation hidden Markov model (HMM)
that is able to detect the anomaly of a single frame rather than over a time period. The
multi-observation HMM model observes the timing characteristics of the CAN bus and the
messages’ identifier (ID) sequence to calculate the existence possibility of a CAN frame.
This approach is proven to have a better frame-by-frame anomaly detection performance
than the other approaches studied in the literature in detecting fuzzing attacks, DoS attacks,
replay attacks, and ECU impersonation.

A novel intrusion detection system that is based on attention mechanisms and a
developed autoencoder is proven to be able to detect CAN bus attacks in real time and
to outperform traditional machine learning algorithms [19]. The attention mechanism
and autoencoder for intrusion detection (AMAEID) algorithm uses the autoencoder to
decode a CAN message into a binary format and to detect the hidden feature representation.
Then, the attention mechanism with the aid of a single-layer connected network outputs a
prediction of whether the message is normal or abnormal.

To overcome communication latency and possible privacy breaches that may occur in
IDS that use centralized learning approaches, the usage of federated-learning approaches
has been further investigated by the literature. The research conducted in [20] developed a
federated long short-term memory (LSTM)-based intrusion detection system. The federated
LSTM is able to detect attacks such as DoS, drop, replay, and spoofing attacks, with an
accuracy of over 90%. The usage of federated LSTM overcomes the limitations of deep
neural network (DNN) algorithms, such as the need for a centralized cloud server model
training which can lead to privacy data leak. The proposed federated LSTM algorithm
monitors messages’ identifier sequence, predicts the upcoming message’s ID, and detects if
an abnormal message is sent through the bus. Another example of an intrusion detection
system that uses federated learning is the ImageFed privacy-preserving intrusion detection
system [21], which uses a federated CNN model to detect attacks such as fuzzing, gear
spoofing, RPM spoofing, and DoS attacks.

Current state-of-the-art intrusion detection systems can detect abnormal message
frames with a high frequency, but there exist some limitations to current CAN bus IDSs.
Firstly, most IDSs do not provide mitigation or prevention schemes and are limited to
just detecting and reporting abnormal frames. Secondly, current IDSs cannot detect all
CAN bus attacks, such as sniffing attacks which are not detected nor prevented by IDSs.
Thirdly, some IDSs fail to detect CAN messages with minor deviation and abnormality [19].
Fourthly, IDS systems have detection latency because of the complexity of the underlying
machine learning and deep learning algorithms. Finally, IDSs rely on data training, which
generally requires a large data set, or they may be ineffective.

Unlike the techniques discussed in the literature, this paper proposes a CAN bus
attack prevention scheme to be implemented at the ECU level rather than at the CAN bus
level. This paper suggests the usage of secure boot process on all ECUs that are connected
to the network; this is to prevent any CAN bus attacks that may result due to the presence
of malicious software on a connected ECU. The secure boot should detect an attack at its
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root level and apply the necessary countermeasures to prevent the attack from continuing
to the CAN bus.

The proposed scheme can mitigate the limitations of existing state-of-the-art cryp-
tographic encryption and authentication algorithms, and intrusion detection systems.
Because the secure boot scheme is implemented during the boot process only, it does not
require changes in CAN bus behavior and does not add latency to CAN bus communi-
cation, as the only delay introduced is at the startup of the ECUs. While the secure boot
scheme may use a secret key, the vulnerability associated with using secret keys is not
the same as that of cryptographic encryption and authentication because the secure boot
key is not shared between ECUs. Because secure boot schemes prevent the execution of
malicious codes, secure boot is able to prevent all CAN bus attacks that occur through
the path of injecting a malicious code into an existing ECU. Additionally, secure boot has
the added benefit of mitigating the risk of executing a malicious code in a vehicle’s ECUs
even if it does not affect the CAN bus. Finally, as secure boot algorithms are built on
strong cryptographic functions, secure boot is able to detect minor changes in the code. A
comparison between the existing state-of-the-art CAN attack prevention schemes and the
proposed secure boot scheme is summarized in Table 2.

Table 2. Comparison between the CAN bus attack mitigation schemes.

Scheme Methodology Merits Limitations
. e Guarantee message
Usage of cryptographlch confidently * Change to all CAN nodes
encryption to guarantee the ) )
Cryptographic confidentially of CAN messages, aGlEcire?;iiet message Increased latency.
algorithms and of cryptographic MACs and Y Change to the CAN

digital signatures to guarantee the
authenticity of the sender.

Stop sniffing, injection, ECU
impersonation, and frame
falsifying attacks.

bus behavior.
Reliance on key secrecy.

Intrusion detection
systems

Usage of machine learning and
deep learning algorithms to detect
anomalies in CAN messages.

Detect fuzzing, injection,
ECU impersonation, DoS,
and frame falsifying attacks.
Able to learn from

new attacks.

Able to predict new attacks.

Lack of mitigating actions.
Not all attacks are detected.
Minor deviation may not
be detected.

Increased latency.

Reliance on data training.

Proposed secure
boot scheme

Usage of cryptographic integrity
algorithms to detect the presence
of a malicious code and perform
the necessary mitigation actions
to prevent the code from affecting
the CAN bus.

Prevents all attacks that are
due to malicious

code injection.

Added benefit of mitigating
malicious code risks that do
not affect the CAN bus.

Change to all CAN nodes.
Cannot detect attacks due to
added malicious ECUs.

The proposed secure boot scheme’s limitations are that it cannot detect attacks that

involve adding a malicious ECU to the CAN bus and it has a high cost of implementation.
The high implementation cost is because all ECUs of the system have to incorporate the
secure boot algorithm for the scheme to be effective, as indicated in Figure 3.
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Secure
Boot

CAN Bus

Secure Secure
Boot Boot

Figure 3. CAN bus with deployed secure boot scheme.

4. Secure Boot Process

A secure boot process is a process that starts each boot cycle of an ECU to verify the
integrity of the software stored in the ECU’s non-volatile memory before permitting the
software to execute. The secure boot process uses cryptographic data integrity algorithms
to ensure the integrity of the software by calculating an integrity value for the software and
comparing the integrity value to a stored reference value.

The number of electronic control units in modern vehicles exceeds 100 ECUs [22].
Therefore, performing a secure boot process in vehicles” ECUs is crucial to ensure that
tampered software is not allowed to execute. Executing tampered software poses the risk
of altering the performance of vehicles, breaching the privacy and confidentiality of vehicle
owners, and imposing safety threats to passengers and pedestrians. A malicious code
impacts not only the targeted ECU but also other ECUs connected through the vehicle
networks like the CAN bus. Performing a secure boot process prevents a malicious code
from performing CAN bus attacks by not allowing the malicious code to execute.

Although the secure boot concept was recently introduced in modern vehicles, it has
been long used in classic computer systems. Ref. [23], which is one of the first research
studies in secure booting, suggested the usage of a physically secure coprocessor to perform
a set of security protocols including secure booting. The implemented security protocols
aim to protect against the security threats that were imposed at the time. The concept
of using physically secure coprocessors to secure boot the application processor is cur-
rently realized through the usage of secure hardware modules such as trusted platform
modules (TPMs) [24], secure hardware extensions (SHEs), and hardware security modules
(HSMs) [25]. This study used the HSM of the TC399 32-bit AURIX™ TriCore™ microcon-
troller to perform the secure boot process.

Currently, many vehicle manufacturers are opting to include secure boot as a require-
ment for their ECUs to prevent illegal tuning and to protect against risks associated with
executing tampered software even once. Executing unauthentic software may permanently
change the ECU functionality [26], which may threaten both drivers’ and pedestrians’
lives [27].

A secure boot process could be implemented using various strategies, most of which
are built on the concept of chain of trust. In strategies that use a chain of trust, the secure
boot is composed of multiple boot stages, where each boot stage validates the succeeding
boot stage and gives it trust if it is authentic [28], and if all boot stages are authentic, the
whole software is considered authentic. A chain of trust could be viewed as if the initial
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boot stage (BSy) secure boots the following boot stage (BS;), which in turn secure boots the
following boot stage, and so on, until all boot stages are secure booted. Although it is more
common that all boot stages use the same secure boot strategy, some chain-of-trust systems
include boot stages that use different secure boot strategies such as different software
integrity algorithms [29].

As shown in Figure 4, each boot stage is formed of three components. The measure-
ment component is responsible for measuring the software integrity value and validating
this integrity value against the reference value. The storage component is responsible for
storing the values needed by the measurement component, such as the reference value
and the cryptographic key. The storage component is also responsible for preserving the
confidentiality of cryptographic private keys [29]. Finally, the reporting component is
responsible for applying the necessary countermeasures if the secure boot of the succeed-
ing boot stage fails. All three components of each boot stage should be validated by the
preceding boot stage.

Secure Boot Stage

Measurement Component

Integrity Value Calculation

Software Validation

Storage Component

Reference Validation Value

Cryptographic Keys

Reporting Component

Countermeasure

Figure 4. The three components of a secure boot stage.

The initial boot stage of a chain of trust is called the root of trust (RoT), which is
assumed to be authentic and trusted because its integrity is not validated in the secure
boot process. Therefore, the RoT should be protected through hardware mechanisms
such as making the RoT one-time programmable (OTP) or deploying the RoT to secure
hardware modules such as HSMs and TPMs. As shown in Figure 5, the RoT is used to
validate the succeeding stages and it is inherently trusted. Therefore, an attack on the
RoT can compromise the whole boot process [30]. The three components of the RoT are
called the root of trust for measurement, the root of trust for storage, and the root of trust
for reporting.
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ECU Boots

Start RoT

Boot Stage 1 Apply
verified? Countermeasure

Start Boot Stage 1

Apply
Countermeasure

Boot Stage n
verified?

Start Boot Stage n

Final Section Apply
Verified? Countermeasure

Start code execution /
End of secure booting

Figure 5. Flowchart of the secure boot’s chain of trust.

Secure boot strategies are distinguished according to four parameters: the integrity
algorithm used to validate the software, the software sections that will be validated, the
selected execution mode, and the countermeasures that will be applied if the secure boot
fails. The four parameters should be carefully selected to not compromise the system and
to meet the ECU timing requirement. Typically, ECUs are required to be able to receive
CAN messages within 50-100 ms after booting up [31,32].

The integrity algorithm in the system is the algorithm applied to the software data to
calculate the software validation value, which is compared to the stored reference value
to detect whether the software has been tampered with. The integrity algorithm used in
the secure boot process is a massive factor in the effectiveness of the process because it
affects the security level and the speed of the secure boot process. This study compared
five validation algorithms in terms of speed and security level. The five algorithms are
implemented using the HSM of the TC399 32-bit AURIX™ TriCore™ microcontroller used
in an electric autonomous vehicle’s control unit. The five tested validation algorithms are
the secure hash algorithm (SHA) 256, the HMAC algorithm, the CMAC algorithm, the
ECDSA algorithm, and the RSASSA-PSS algorithm.

Also, to benefit from the high speed of the CMAC algorithm on the selected hardware
and the added security of the ECDSA algorithm, this study introduced and tested a novel
variation of the ECDSA algorithm. The CMAC-based ECDSA algorithm uses the CMAC
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algorithm to calculate the message image instead of the standard hash-based functions that
are used in the traditional ECDSA algorithm.

Although it is not recommended to execute software sections that have not been
validated, some secure boot strategies choose not to secure boot low-priority software
sections. These strategies opt to restrict the authority and accessibility of these sections
instead of validating them to speed up the secure boot process. Executing unauthenticated
software sections should be investigated carefully to ensure that attacks on these sections
will not compromise the vehicle’s security. Furthermore, the CAN bus should only be
accessed by authentic software sections to prevent malicious access to the bus, which can
jeopardize the full network.

The execution mode of the secure boot process determines the different secure boot
stages and identifies whether these boot stages are validated sequentially, in parallel, or in
a combination of sequential validation and parallel validation. The sequential execution
mode is when a boot stage is only allowed to execute after it has been validated and
trusted, while the parallel execution mode is when a boot stage could be executed before
its validation has been completed. In parallel execution, a boot stage is released and then
it is validated parallel to its execution. A boot stage executing in a parallel mode should
be restricted so that it is not able to interfere with its validation process. The advantage
of the sequential mode over the parallel mode is that it offers a higher security level [33]
because software sections are not allowed to execute prior to their validation. But in some
cases, to meet the timing requirements, the parallel mode is selected to speed up the secure
boot process.

Countermeasures are the mitigation actions applied by the secure boot process when
the validation of a boot stage fails. Countermeasures may consist of one or more of the
following: (1) bricking the ECU by not allowing it to execute further code; (2) performing
a safe fallback procedure for critical ECUs and then bricking the ECU; (3) restricting the
accessibility and authority of the unauthentic software section, which can include blocking
access of the unauthentic software section to the CAN bus; (4) blocking the execution of the
unauthentic software section; (5) locking the cryptographic secrets and preventing these
secrets from being read or modified; and (6) sending a notification indicating that one or
more software sections have failed validation.

Although the usage of secure boot processes in automotive ECUs is not excessively
reviewed in the literature, various research papers have addressed the subject. Ref. [32]
implemented a secure boot process of an engine management system using a combination
of sequential secure boot and parallel secure boot and using a CMAC as the validation
algorithm. The secure boot process was executed via the HSM module of the Infineon TC27x
32-bit AURIX™ TriCore™ microcontroller. In [34], a secure boot process was implemented
on a trusted platform module using an HMAC validation scheme. Although [33] suggested
the usage of cyclic redundancy check as a validation scheme, it is not recommended to use
non-cryptographic schemes because they could be easily bypassed by attackers [29].

With the advancement of quantum computers and the risk they impose on classic
cryptographic schemes, more research is being conducted on using post-quantum digital
signature schemes in secure boot processes. Examples of such schemes include Dilithium
digital signature scheme and eXtended Merkle signature scheme (XMSS) [35,36].

With the increased need for fast authentication protocols, more novel authentication
protocols are being introduced in the literature. Ref. [37] proposed an ultra-fast authentica-
tion protocol that uses extended chaotic maps to authenticate the communication between
electric vehicles and charging stations. Although such algorithms are not intended for
secure booting, their merits to secure boot schemes should be further investigated.

5. Data Integrity Algorithms

Proper selection of the data integrity algorithm used in the secure boot process is
crucial because data integrity algorithms affect the performance and security of the secure
boot process and may render the secure boot process ineffective if they are improperly
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selected or implemented. Therefore, only state-of-the-art and tested integrity algorithms
should be used. Although each boot stage could use a different integrity algorithm, the
general case is that all boot stages use the same algorithm. In this section, each of the five
tested validation algorithms is briefly described and the novel ECDSA-CMAC algorithm
is introduced.

5.1. SHA 256 Hash Function

Hash functions are one-way functions that take a variable length input and result in
a fixed length output called a hash value or a digest value. Strong hash functions should
have the properties of collision resistance, preimage resistance, and second preimage
resistance [38]. Collision resistance means that it is computationally infeasible to have two
different hash inputs that output the same hash value. Preimage resistance means that
knowing a specific hash value, it is computationally infeasible to find an input hash that
outputs that specific hash value. Preimage resistance gives hash functions their one-way
characteristic. Second preimage resistance means that knowing a specified hash input, it is
computationally infeasible to find a second hash input that outputs the same hash value.

In a secure boot process, hash functions are applied to the software to be validated
to output the validation value; therefore, only approved strong hash functions should
be used. This is because collision resistance guarantees that any change in the software
will result in a different hash value, which will fail the validation process. Also, second
preimage resistance guarantees that an attacker will not be able to find malicious software
that generates a similar hash value to the authentic software, even if the attacker has
knowledge of the authentic software. And lastly, preimage resistance guarantees that even
if the reference validation value is not confidential, the attacker will not be able to produce
malicious software that will bypass the validation.

SHA 256 [39] is a hash function from the SHA-2 family of hash algorithms, which
are approved by the National Institute of Standards and Technology (NIST) [38]. SHA
256 outputs a 256-bit hash value and has 128-bit collision resistance strength, and 256-bit
preimage resistance strength and second preimage resistance according to Equation (1):

second preimage resistance = 256 — L(M) 1)

where L(M) is defined as

Len(M) ) o

and Len(M) is the length of the software in bits [38].

Since SHA 256 does not require a cryptographic key, it is recommended to use a unique
ECU identifier in the hash computation. This makes the reference validation value ECU-
specific and prevents attacks on a single ECU from scaling to similar ECUs that execute the
same software [29].

Aside from being used for integrity checks, hash functions are the building blocks
of multiple cryptographic algorithms, such as HMAC, ECDSA, and RSASSA-PSS. Hash
functions are also used in pseudo-random number generators (PRNGs), in the construction
of block ciphers, in key derivation algorithms, and in digital time-stamping algorithms [40].

5.2. HMAC SHA 256 Algorithm

HMAC algorithms are message authentication code algorithms that are based on hash
functions. MAC algorithms use symmetric cryptographic keys to generate a digest value
for the software data that ensures both the software’s integrity and authenticity. HMAC
performs multiple hashing and xor operations on the software code, the secret key, and
predefined constants to generate a unique digest value. This digest value would change
with any modifications of the software or the secret key [41].

HMAC algorithms inherit their strength from the underlying hash algorithm’s strength
plus the strength provided by the HMAC structure [42]. Therefore, only HMAC algorithms
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that use NIST-approved hash functions should be used in secure boot processes. Also,
because HMAC functions use variable-length cryptographic keys, the used key derivation
and key management mechanisms highly affect the algorithm strength. Therefore, it is
recommended to derive a unique HMAC key for each ECU [29] and to only use HMAC
keys with equal lengths to the output length [42] because keys with a smaller length than
the output length decrease the algorithm strength, and keys with a larger length than the
output length do not significantly increase the algorithm strength [43].

The HMAC SHA 256 algorithm uses the SHA 256 hash algorithm to calculate a 256-bit
output MAC to be used as a validation value in the secure boot process. In general, the
calculation speed of the SHA 256 and the HMAC SHA 256 algorithms are comparable.

HMAC algorithms are used in systems that require integrity and authenticity checks,
such as secure booting and secure flashing algorithms. Also, HMAC is widely used in
vehicles’ secure onboard communication (SecOC) by appending an HMAC value to the
transmitted message to be checked by the receiver for integrity and authenticity. One of the
main applications of HMAC is the HMAC-based key derivation algorithm (HKDF) [44],
which is used at the start of a communication session to derive a variable-length key from a
secret input, a random value, and an optional identifier for the key. This key is then used
throughout the communication session.

5.3. AES-128 CMAC

CMAC algorithms are MAC generation algorithms that use a sequence of symmetric
key block cipher processes with xor operations to output an MAC value that is used
as a validation value [45]. The strength of CMAC algorithms lies in the strength of the
underlying block cipher algorithm and the appropriate key management mechanisms [46].
Therefore, it is recommended to generate a CMAC key according to the latest specifications
and to have a unique CMAC key for each ECU. AES-128 CMAC utilizes the NIST-approved
AES block cipher algorithm using a 128-bit key size to output a 128-bit MAC value, which
is a secure MAC length against guessing attacks [45].

Typically, CMAC algorithms and HMAC algorithms can be used interchangeably.
However, CMAC algorithms are preferred when strong block cipher algorithms are sup-
ported by the underlying hardware and strong hash algorithms are not, or when the
hardware offers a faster block cipher accelerator that consumes less time than the pro-
vided hash accelerators. Also, CMAC algorithms are used in symmetric key diversification
algorithms that are used in access control systems [47].

5.4. ECDSA-P25-SHA256

ECDSA is an asymmetric digital signature generation and verification algorithm.
Digital signature algorithms use a pair of public and private keys to ensure data authenticity
and integrity. A digital signature is generated by using the private key to encrypt a message
digest code, which is usually typically created by hashing the data to be signed. The
signature can then be verified by decrypting the data using the public key, extracting the
message digest code from the decrypted signature, recalculating the data message digest
code, and comparing the two digest codes. ECDSA generates and verifies digital signatures
by using elliptic curve mathematics, modular arithmetic, a hash function, and a random
number [48,49]. The random number, which is generated during the signature generation
phase, ensures that a different signature is produced each time for the same data and key.

ECDSA-P256 utilizes the P256 elliptic curve over prime fields [48] to generate a 512-bit
signature using a 256-bit private key. The signature can then be verified using a 512-bit
public key. Typically, ECDSA and other asymmetric digital signature schemes provide a
greater level of security for secure boot processes compared to symmetric MAC algorithms
and hash functions. However, this comes at the cost of processing speed, as asymmetric
schemes consume more time than their symmetric counterparts.

Digital signatures are the digital correspondence of handwritten signatures. Therefore,
the ECDSA algorithm is used in online banking services to avoid identity forging and
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guarantee non-repudiation. ECDSA is also used in a variety of different applications,
such as communication of wireless sensor networks, authentication of smart cards, han-
dling of cryptocurrencies such as bitcoins, and the validation process of radio frequency
identifiers [50].

5.5. RSASSA-PSS 2048-SHA256

RSASSA-PSS is a digital signature generation and verification scheme that uses the
RSA to encrypt a digested message, which is resulted from multiple hashing of the data
along with a random salt value. The result of the RSA encryption process is a digital
signature, which can be verified by decrypting the signature, extracting the hash of the
data stored in the signature, and comparing it to the calculated data hash [51]. The use of
random salt in the signature generation gives the scheme its probabilistic characteristic.

RSASSA-PSS 2048 uses a 2048-bit modulus to output a 2048-bit signature. Although
the length of the key pair in RSA 2048 can vary, the most commonly used lengths are 4096
bits for the private key and 2072 bits for the public key. Key size is the main disadvantage
of RSASSA-PSS because algorithms with a smaller key size, such as RSA 256 and RSA 512,
do not provide adequate security and should not be used. Despite using a modulus size
eight times larger than the modulus size used in the ECDSA P256 algorithm, RSA 2048 still
provides less security strength [52].

As RSASSA-PSS is a digital signature scheme, it can be used in the same applications
as the ECDSA algorithm but at the expense of increased key size. One of the most common
applications of RSASSA-PSS in the automotive field is in secure flashing to authenticate the
update code. In secure flashing schemes, the code to be updated is signed using RSASSA-
PSS, and the generated signature is appended to the code. The code with the appended
signature is then sent to the ECU bootloader, which verifies the signature and flashes the
code if the signature is valid.

5.6. ECDSA-P256-AES-128 CMAC

The ECDSA-CMAC algorithm is an ECDSA algorithm that generates its message di-
gest using the CMAC algorithm instead of the standard hash function. The ECDSA-CMAC
algorithm is explained in Figure 6, where d is the ECDSA private key, Q is the ECDSA
public key, G is the selected curve base point, n is the selected curve prime number, kepac
is the CMAC private key, and m is the software to be signed. The output signature is
the combination of the calculated values r and s, which are integers that range between 1
and (n — 1). Any signature value out of range or non-integer is rejected by the signature
verification process.

The ECDSA-CMAC algorithm cannot be used as a digital signature generation and
verification algorithm because it requires a private CMAC key in the verification process.
This contradicts the objective of digital signature algorithms, which is to enable other parties
to verify a specific party’s signature without the need for confidential information. This
contradiction cannot be solved by making the CMAC key public because it will make the
CMAC algorithm more vulnerable. But in the case of secure booting, the ECDSA-CMAC
algorithm can be used since secure boot processes require data integrity only and do not
involve other parties’” authentication. This means that the generated signature is verified by
the same party, which is the measurement component of the secure boot process. So, the
CMAC key can remain private and is not required to be shared with other parties.

The ECDSA—P256—AES-128 CMAC algorithm uses a 256-bit private ECDSA key,
a 128-bit private CMAC key, and a 512-bit public ECDSA key to generate a 512-bit sig-
nature. To the best of our knowledge, the usage of CMAC as the underlying algorithm
for the ECDSA signature scheme is a unique approach that has not been investigated for
applications other than those mentioned in this manuscript.
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Figure 6. ECDSA-CMAC algorithm flowchart.

6. TC399 32-Bit AURIX™ TriCore™ Microcontroller

The AURIX TC399 is a member of the TC3xx family, which is designed by AURIX
specifically for automotive ECUs. The TC3xx family is designed for safety-critical applica-
tions with the addition of a separate HSM core for security-critical applications. In addition
to the HSM core, the AURIX TC399 contains six TriCore processors called host cores, which
are used to execute the ECU application code. Each of the six cores can operate with
frequencies up to 300 MHz, has its separate SRAM, and has its separate flash memory that
can be used for storing both code and data. Although the six cores can access each other’s
memory, this access can be restricted by memory protection units (MPUs) because each
core has its designated MPU. The MPUs can be configured to protect their cores” memory
and registers from being manipulated by other cores.

The AURIX TC399 HSM processor is based on the ARM™ Cortex™ M3 architecture
and can operate with frequencies up to 100 MHz. The HSM core was built while ap-
plying the EVITA classification [53] to provide the ECU with security schemes and fast
cryptographic primitive calculation. The HSM core was designed to be isolated from
the application and the host cores to protect the HSM from being compromised due to
a compromise in the application code. This is achieved by restricting all communication
from the host cores to the HSM core through a special bridge module. This bridge module
consists of multiple special function registers that are used to synchronize between the host
cores and the HSM core and to transfer data between the two sides. The bridge module also
enables each side to send interrupt signals to the other side, which can be enabled to invoke
an interrupt service routine. The AURIX TC399 memory is implemented such that the HSM
core can have access over the whole memory which cannot be restricted by the MPUs, while
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the host cores cannot modify the HSM memory if the HSM memory is configured as being
HSM exclusive. This isolation of the HSM enables it to be used for the secure storage of
cryptographic secrets and keys, which prevents these secrets and keys from being modified
by unauthenticated sources. To further protect the memory from being modified, code
memory sections can be configured to be one-time programmable, which ensures that the
configured code memory sections are hardware protected against modifications.

The HSM core performs fast cryptographic primitives through its designated hard-
ware accelerators. The AURIX TC399 HSM contains hardware accelerators such as a true
random number generator (TRNG); an AES 128 encryption/decryption device; a hash mod-
ule that performs the message-digest algorithm (MD-5); SHA-1, SHA-224, and SHA-256
hash functions; and a public key cryptography (PKC) module that support asymmetric
cryptographic operations that use key sizes up to 256 bits.

As indicated in Figure 7, the AURIX TC399 starts the host core 0 upon booting, and if
the HSM core is configured to be enabled, the host core 0 starts the HSM core and waits
for the HSM to release it. When the HSM is configured to be enabled, the AURIX TC399
microcontroller detects any attempts to bypass the execution of the HSM core code and

locks the microcontroller if an attempt is detected.

HSM Core Starts '

v

HSM Startup Code
|>
|
|

HSM Secure Boot
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HSM releases Host Cores Host’s requests
h |
Host Startup Code !
|
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Host Application Code HSM processes the
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|

Figure 7. AURIX TC399 boot sequence.
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All the prementioned characteristics make the HSM of the AURIX TC399 a suitable
root of trust for the secure boot process. Because it is the first software section to be executed
by an ECU, and it possesses the hardware accelerators that speed up the measurement
of the validation value. Also, the HSM has a hardware-secured storage area to store the
reference validation value and the cryptographic keys. The HSM also has the ability to
brick the ECU if needed by preventing the release of the host cores and trapping the code
executed by the HSM core. Finally, as an extra layer of security, the software responsible
for secure booting could be set to be one-time programmable.

7. Tests and Results

A secure boot process of an electric autonomous vehicle’s ECU was developed to
test the performance of the six prementioned data integrity algorithms using the HSM
module of the AURIX TC399. The integrity algorithms selected are the five most common
validation algorithms used in secure booting in both the industry and academia, along
with the newly introduced CMAC-based ECDSA algorithm. The CMAC-based ECDSA
algorithm is a novel integrity algorithm, which was developed to combine the security
advantages of the ECDSA and the performance advantages of the CMAC algorithms. The
AURIX TC399 target was selected because it is one of the widely used microcontroller
targets in the automotive industry.

The used secure boot strategy was a sequential-mode strategy that has a single boot
stage. This boot stage is executed by a one-time programmable HSM code that performs
the secure boot process to the HSM firmware code and the host application code. The
HSM firmware code is responsible for providing different cryptographic primitives to the
host core upon the requests of the host application code. The host application code is an
AUTOSAR-based code that is executed on the host core 0 and is responsible for executing
the functionality needed from the ECU. The host application code defers cryptographic
operations to the HSM firmware code, which performs the operations by interfacing with
the hardware accelerators and then communicating the result to the host core. Upon startup,
the OTP secure boot code executes and validates the HSM firmware code and the host
application code. If both codes are valid, the OTP secure boot code releases the host core,
allowing it to start executing, and gives control of the HSM core to the HSM firmware code.
If one or both validations fail, the OTP secure boot code bricks the ECU and waits for the
next reset to retry the validation process. This prevents the execution of any unauthorized
code, which could gain access to the CAN bus and jeopardize the whole network. The full
secure boot sequence is presented in Figure 8.

Five test cases were performed to test the effectiveness of the proposed secure boot
scheme in detecting malicious code injection. The first test case involved running the secure
boot process using a valid HSM firmware code and a valid host application code. The
second test case was performed after injecting a malicious code into the HSM firmware
code, while the third test case was carried out by injecting a malicious code into the host
application code. The fourth and fifth test cases were conducted by injecting a single-byte
malicious code into the HSM firmware code and the host application code, respectively. The
second and third test cases were meant to test major malicious code injection attacks, while
the fourth and fifth test cases were meant to test minor malicious code injection attacks.

In the first test case, the software validation process succeeded, and the ECU execution
continued normally. In the second to fifth test cases, the secure boot process was able to
detect the presence of the malicious code, which caused the validation process to fail. This
prevented the malicious code from being executed. The results of the five test cases are
summarized in Table 3.
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Table 3. The results of testing the effectiveness of the proposed secure boot scheme.

HSM Firmware Code Host Application Code Secure Boot Validation Result
Valid Valid Pass

Major Malicious Code Valid Fail
Valid Major Malicious Code Fail

Minor Malicious Code Valid Fail
Valid Minor Malicious Code Fail

The OTP secure boot code interfaces with the HSM hardware accelerators to perform
the integrity algorithms on the intended software. Six different variants of the secure
boot code were implemented on the AURIX TC399 HSM using a productized ready-for-
development code. Each variant implements the secure boot process using one of the
algorithms discussed in Section 5. The performance of the six variants was tested using
the HSM timer module to measure the time each variant took to finish the validation of
147,455 bytes of code. The reason for using a productized ready-for-development code was
to ensure that the resulting timing characteristics are approximate to the performance of a
deployed code in an industrial vehicle.

The hash secure boot variant and the HMAC secure boot variant rely on the HSM hash
accelerator to perform the SHA 256 calculations, while the CMAC variant uses the HSM
AES hardware accelerator. The ECDSA variant uses the hardware TRNG to generate the
random number required by the algorithm, and the hardware hash module to generate the
code image. The code image is then signed or verified by the hardware PKC module. The
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ECDSA-CMAC variant is similar to the ECDSA variant in implementation, except that the
ECDSA-CMAC variant uses the HSM AES hardware accelerator rather than the hardware
hash module to generate the code image. The RSA-PSS variant also uses the TRNG in
random number generation and the hardware hash module in code image generation. But
because the PKC module supports modulus sizes up to 256 bits and the RSASSA-PSS 2048
uses a 2048-bit modulus, the RSA-PSS variant uses the Mbed TLS Library (Version 2.28) [54]
to perform the 2048-bit modular exponentiation operations needed in the RSA encryption
and decryption operations. The RSA-PSS variant uses a 2048-bit private exponent and a
24-bit public exponent.

As shown in Table 4, the CMAC variant is the fastest, with almost double the speed
of the SHA 256 and the HMAC variants; this is because the AES hardware accelerator in
the TC399 is more optimized and, hence, faster than the hash module. The speed of the
SHA 256 and the HMAC SHA 256 variants is very similar, as the HMAC algorithm uses
the code image generated by the SHA 256 variant and then performs multiple lightweight
operations. These lightweight operations are the reason behind the 1.1 (ms/MB) difference
between the two variants.

Table 4. The results of secure booting a total of 147,455 bytes of code using different data integrity
algorithms that are implemented using the HSM module of the AURIX TC399 microcontroller, with a
100 MHz clock speed.

Data Integrity Algorithm  Secure Boot Time (ms)  Secure Boot Execution Rate (ms/MB)

SHA 256 7.35 52.27

HMAC SHA 256 7.5 53.36

AES 128 CMAC 3.67 26.07
ECDSA P256 SHA 256 23.58 167.67
RSASSA-PSS 2048 SHA 256 167.44 1190.8

ECDSA P256 AES 128

CMAC 19.81 140.83

The performance of the HMAC variant is followed by the performance of the ECDSA
variant, which is slower because of the costly elliptic curve operations that are performed
by the PKC module. The performance cost of these elliptic curve operations is the cause
of the 115.4 (ms/MB) difference between the ECDSA variant and the SHA 256 variant.
The slowest variant is the RSA-PSS variant, which was expected to be significantly slower
because its modular exponentiation operations are implemented through the software code.
Also, as modular exponentiation operations are proportional to the algorithm modulus
size, the large 2048-bit modulus of the RSASSA-PSS algorithm further contributes to the
slow performance of the algorithm.

The usage of the AES 128 CMAC to generate the code image when using the ECDSA-
CMAC variant, instead of the SHA 256 variant, improved the performance of the ECDSA
algorithm by 19%. This is because of the faster AES hardware accelerator of the AURIX
TC399 HSM.

The tests confirm that all six variants possess a computational time complexity of O(n),
which means the time taken to perform the secure boot process is linearly proportional to
the size of the software validated.

Table 5 compares the performance results presented in this paper to the results avail-
able in the related literature. It was found that the developed AES CMAC algorithm has
a 35% performance gain over the AES CMAC algorithm presented in [32], and a 76%
performance gain over the work presented in [55]. Additionally, the developed SHA 256
algorithm is faster by 81% than the SHA 256 algorithm developed in [55].
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Table 5. Comparing the implementations of the AES CMAC algorithms and SHA 256 algorithms.

Data Integrity Algorithm Used Hardware Secure Boot Execution Rate (ms/MB)
AES 128 CMAC [32] HSM of AURIX TC27x 40

HSM of AURIX

AES 128 CMAC [55] TC377TP 111.13

AES 128 CMAC (This paper) = HSM of AURIX TC399 26.07
HSM of AURIX

SHA 256 [55] TC377TP 275.71

SHA 256 (this paper) HSM of AURIX TC399 52.27

8. Conclusions

With the increase in connectivity of autonomous vehicles and their reliance on software
for functionality, as well as the rise in inner connectivity between a vehicle’s ECUs through
the CAN bus, the importance of cybersecurity schemes to counter CAN bus attacks has
significantly increased. Due to the limitations of current cryptographic encryption and
authentication schemes, and intrusion detection systems, this study proposed a secure boot
scheme to prevent CAN bus attacks at the ECU level. The proposed secure boot scheme
implements a secure boot process in all ECUs that are connected to the CAN bus to detect
and mitigate the presence of unauthorized modification of the ECUs’ software. This pre-
vents the access of an ECU with an injected malicious code to the CAN bus. The proposed
secure boot scheme is capable of detecting and mitigating major and minor malicious code
injection attacks to both host cores and the HSM core. Hence, the proposed secure boot
scheme is able to prevent all CAN bus attacks that may result from a malicious code.

This study compared various secure boot strategies, outlining the advantages and dis-
advantages of each. Additionally, this study analyzed the performance of six data integrity
schemes on the secure boot process of the TC399 32-bit AURIX™ TriCore™ microcontroller.
The test results indicate that the recommended data integrity algorithms for secure boot
processes of the AURIX TC399 are (1) the AES 128 CMAC algorithm implemented using
the HSM AES encryption/decryption device because it is the fastest algorithm with an
execution rate of 26.07 (ms/MB), and it provides comparable strength to the HMAC or SHA
256 algorithms; (2) the ECDSA P256 SHA 256, which uses the HSM true number generator,
hash module, and PKC module, because it provides higher security level than the CMAC
algorithm without a large speed cost, such as the speed cost of the RSASSA PSS SHA 256;
and (3) the ECDSA P256 AES 128 CMAC, which is a novel approach that utilizes the AES
128 CMAC instead of the SHA 256 in code image generation. This approach combines
the strength advantage of the ECDSA algorithm and the speed advantage of the CMAC
algorithm, resulting in a 19% performance gain over to the standard hash-based ECDSA.

The limitations of the proposed secure boot scheme are that it cannot detect the
presence of a malicious ECU added to the network. As a result, it cannot mitigate attacks
that result from this path. Also, the secure boot scheme has a large cost of implementation
because all ECUs connected to the CAN bus must perform a secure boot process for the
scheme to be effective.

The planned future work aims to address the limitations of the secure boot scheme
by exploring detection systems that can identify and mitigate malicious ECUs that are
connected to the network. Sucha detection system could be integrated with the secure boot
scheme to protect vehicles from the two possible attack paths.
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