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Abstract: At present, Camellia oleifera fruit harvesting relies on manual labor with low efficiency, while
mechanized harvesting could result in bud damage because flowering and fruiting are synchronized.
As a prerequisite, rapid detection and identification are urgently needed for high accuracy and effi-
ciency with simple models to realize selective and intelligent harvesting. In this paper, a lightweight
detection algorithm YOLOv5s-Camellia based on YOLOv5s is proposed. First, the network unit of
the lightweight network ShuffleNetv2 was used to reconstruct the backbone network, and thereby
the number of computations and parameters of the model was reduced to increase the running speed
for saving computational costs. Second, to mitigate the impact of the lightweight improvement on
model detection accuracy, three efficient channel attention (ECA) modules were introduced into the
backbone network to enhance the network’s attention to fruit features, and the Concat operation in
the neck network was replaced by the Add operation with fewer parameters, which could increase
the amount of information under features while maintaining the same number of channels. Third,
the Gaussian Error Linear Units (GELU) activation function was introduced to improve the nonlinear
characterization ability of the network. In addition, to improve the ability of the network to locate
objects in the natural environment, the penalty index was redefined to optimize the bounding box
loss function, which can improve the convergence speed and regression accuracy. Furthermore, the
final experimental results showed that this model possesses 98.8% accuracy, 5.5 G FLOPs computa-
tion, and 6.3 MB size, and the detection speed reached 60.98 frame/s. Compared with the original
algorithm, the calculation amount, size, and parameters were reduced by 65.18%, 56.55%, and 57.59%,
respectively. The results can provide a technical reference for the development of a Camellia oleifera
fruit-harvesting robot.

Keywords: Camellia oleifera fruit; YOLOv5s; detection; lightweight

1. Introduction

Camellia oleifera fruit is one of the four woody oil-bearing plants in the world and
a unique oil-bearing crop in China. Due to the large plantation area of Camellia oleifera
fruit forests and the complex terrain, the current harvesting relies heavily on manual
labor, with high labor intensity and certain risks [1]. Recently the aging population has
led to a shortage of rural labor in China; consequently, the cost of Camellia oleifera fruit
harvesting is gradually increasing. The machine replaces manual harvesting, which has
important practical significance and application value in realizing cost reduction and
efficiency increase in the Camellia industry. The object detection algorithm is one of the
core technologies of harvesting robots; hence, the research of object detection algorithm
with lightweight, high efficiency, and strong robustness in the natural environment is the
premise of realizing the information and automation of Camellia oleifera fruit harvesting.
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Deep learning techniques are widely used in intrusion detection, disease diagnosis,
object detection, etc. [2–4]. For a long time, we have needed simple and efficient detection
techniques to assist intelligent machines in making the right decisions. However, quick and
accurate detection of the object in real time to help people in a short time to complete the
task is an important issue. Most of the existing research focuses on improving the accuracy
of algorithms while some important aspects are ignored—for example, the literature [4] in
the object detection field demonstrates the potential of neural networks and symmetry in
improving the efficiency of waste management; however, it has not focused on inference
speed, nonlinear expressivity, and the ability to localize objects in complex environments,
while guaranteeing the accuracy, which is a key factor to focus on when applying object
detection algorithms.

With the continuous development of deep learning techniques, the application of deep
learning to image recognition scenes has become an important research direction in the
field of agriculture and forestry. At present, the research on Camellia oleifera fruit detection
tends to be more and more mature in China. Tang et al. designed an agricultural robot
harvesting system and applied the YOLOv4-tiny algorithm to detect Camellia oleifera fruit
images collected by a binocular stereo-vision camera. The model achieved an average
precision of 92.07% with a weight of 29 MB and an average of 31 ms to detect each fruit
image, but the addition of 1× 1 convolution as well as 3× 3 convolution increased the load
while ignoring the computational power of the GPU [5]. Lv et al. proposed an improved
YOLON object detection algorithm based on YOLOv3 to detect Camellia oleifera fruit at
nighttime and improved the detection accuracy by adding a light adjuster (LA) module
at the input side and a night prior knowledge (NPK) module at the feature fusion layer.
Experiments showed that the precision of the improved model was 94.00%, and the mean
average precision at 0.5 (mAP@0.5) was 94.37%, which could meet the requirements of
the harvesting robot for detecting Camellia oleifera fruit at night [6]. Wang et al. used
Mask R CNN algorithm to detect Camellia oleifera fruit in natural scenes, and the results
showed that the segmentation accuracy of the model was 89.85%, and the mAP@0.5 was
89.42% [7]. Song et al. conducted a study on the detection method of Camellia oleifera fruit
in the natural environment using YOLOv5s, and the experiments showed that the precision
was 90.73%, the F1 score was 94.4%, the mAP@0.5 was 98.71%, the single image detection
time was 12.7 ms, and the model weight was 14.08 MB [8]. Chen et al. used the Faster R
CNN algorithm to detect Camellia oleifera fruit in the natural environment, and this method
achieved a precision of 98.92%, a F1 score of 96.04%, a mAP@0.5 of 92.39%, and the average
detection time per image of 0.21 s [9].

In summary, convolutional neural networks have been widely used in agroforestry,
and there has been a certain research foundation for Camellia oleifera fruit detected in either
daytime or nighttime. Although the above research has made great progress, there is less
research on lightweight detection algorithms for Camellia oleifera fruit-harvesting robots.
Due to the great advantages of lightweight detection algorithms in inference speed, number
of parameters, model deployment, and other aspects, more and more researchers prefer
to use lightweight algorithm models for fruit and vegetable crop detection tasks [10–13].
In order to solve the existing Camellia oleifera fruit detection algorithms with complex
structures, large memory requirements, and inference delays, some researchers deal with
the above problem by drastically simplifying the network structure at the expense of
accuracy and reducing the robustness of the algorithm. This paper conducts further research
on lightweight Camellia oleifera fruit detection algorithms that have not been studied in
depth, and it can provide agricultural robotics research organizations and management
with an accurate, fast, and easy-to-use object detection solution with low device memory
requirements to better serve agriculture. In this paper, the major work can be briefly
summarized as follows.

1. A dataset containing 4750 images of Camellia oleifera fruit was created and expanded
to 19,000 images by data enhancement means.
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2. The original YOLOV5s was improved, including the backbone and the neck network
lightweight improvements, activation function optimization to improve the nonlinear
expressivity, and loss function optimization to improve the ability to localize objects.

3. The effectiveness of the improved method is verified by ablation experiments, and
the overall performance of the improved model is evaluated and compared with
mainstream algorithms.

2. Materials and Methods
2.1. Datasets Acquisition

The dataset was collected from the Jiangxi Academy of Forestry on 27 October 2021
and 1 October 2022, respectively. Sunlight in the natural environment has a great influence
on the detection. To better adapt the algorithm model to the natural environment, the
image acquisition was carried out on a sunny day with a clear atmosphere, sufficient light,
and high variability of light conditions. The image capture equipment was an IPHONE13
smartphone with a 36 mm wide-angle lens, a sensitivity of ISO 50, image resolution of
3024 pixels × 4038 pixels, and the distance between the lens and the Camellia oleifera fruit
during the capture process was approximately 300 mm to 1500 mm. A total of 5750 images
of eight species of Camellia oleifera fruit were collected, including Changlin 3, Changlin 4,
Changlin 18, Ganyong 5, Ganyong190, Gan 195, Gan 447, and Gan 83-4.

2.2. Images Filtrating and Preprocessing

In order to improve the robustness and generalization of the algorithm model during
the detection task in the natural environment, the diversity and richness of the dataset were
important means to ensure those properties. From the collected 5750 images, 600 images
were selected under different environments such as down-light, back-light, single fruit,
multiple fruit, dense, branch and leaf shading, etc. In addition, images with poor quality
and high repetition were excluded, resulting in a total of 4750 valid images. Considering
the small number of images in the dataset, the use of data enhancement methods can
increase the variability of the training data, prevent overfitting, reduce the sensitivity
of the algorithm model to images, and improve the generalization ability [14,15]. The
common geometric transformation methods for dataset enhancement are flipping, cropping,
scaling, noise, Gaussian blur, HSV contrast adjustment, brightness adjustment, saturation
adjustment, histogram equalization, etc. [16–18]. The samples in the dataset were processed
by contrast enhancement, color enhancement, brightness enhancement, and the addition
of salt and pepper noise (as shown in Figure 1), while the dataset was enriched by using
the Mosaic data enhancement strategy in the training phase. A total of 19,000 extended
images were obtained, and the training (13,300 pieces), validation (3800 pieces), and test sets
(1900 pieces) were divided 7:2:1.

2.3. Camellia Oleifera Fruit Object Detection Algorithm

YOLO (You Only Look Once) Convolutional Neural Network (CNN) is an end-to-end
one-stage object detection network model. Compared with two-stage algorithms, such as
Faster R CNN and Mask R CNN [19–21], YOLO has faster inference speed, lighter weight,
and higher detection accuracy, making it easier to deploy on mobile devices for detection
tasks. Currently, the YOLO has been updated to YOLOv8; the accuracy of YOLOv8 com-
pared with YOLOv5 is much higher, but the model weight and the amount of computation
are also improved, and variations in the number of parameters and computation volumes,
especially on edge devices, cannot be ignored. Thus, YOLOv5 is more suitable for the object
of this paper.

YOLOv5 integrates the advantages of YOLOv1-YOLOv4 algorithms and develops
them to meet the practical applications in engineering [22–25]. Moreover, its size is about
one-tenth of YOLOv4, while the difference is that the network size is determined by the
depth factor and width factor. Taking the computational cost and detection accuracy
of mobile devices into account, YOLOv5s, with its fast inference speed, high detection
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accuracy, and only 13.7 M model weight, is suitable for this study and is optimized to
improve its weight and model structure, so that it can be better applied to the task of
detecting Camellia oleifera fruit in the natural environment.
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2.3.1. YOLOv5s-Camellia Detection Model

The improved lightweight YOLOv5s-Camellia algorithm model consists of three main
parts: the backbone network (feature extraction network), the neck network (feature fusion
network), and the detection head. The flowchart of the model is shown in Figure 2.

In this paper, the Mosaic data enhancement image processing method and the adaptive
anchor box generation strategy of the original YOLOv5s were retained, both in the network
training stage, for random scaling, random cropping, alignment of different images gener-
ated by the stitching to achieve rich object background. During training, the network model
output predicted boxes based on the nine initial anchors set for the feature map, calculated
the difference between them and the ground truth boxes of the object, and then updated
the network parameters by backpropagation to adaptively calculate the best anchor values
in different samples. In order to reduce the model parameters and improve the efficiency
of the harvesting robot, this paper tries to rebuild the backbone network using Shuffle



Appl. Sci. 2023, 13, 10394 5 of 18

Block, the network block of ShuffleNetV2 [26,27], a lightweight classification network. The
improved network structure is shown in Figure 3.
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Figure 3. Improved lightweight YOLOv5s-Camellia network structure.

The spatial pyramid pooling fast (SPPF) module is retained at the end of the backbone
network to fuse the local and global detail features of the Camellia oleifera fruit to enrich
the feature map information [28]. The neck network continues the combined structure
of the Feature Pyramid Network (FPN) and the Path Aggregation Network (PAN) of the
original YOLOv5s [29,30], aggregates and refines the granularity of feature map images in
different feature layers, while the introduction of the Add operation in the PAN instead
of the Concat operation increases the amount of information under the features, reducing
the parameters and keeping the number of feature map channels unchanged. This paper
promotes further fitting improvements based on YOLOv5s to optimize model performance.

2.3.2. Lightweight Improvements to the Backbone Network for YOLOv5

On the input side, the image is scaled to 640 pixels × 640 pixels and then fed into
the backbone network for feature extraction operation. The original YOLOv5s network
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model uses CSP-Darknet53 (Cross Stage Partial Darknet) as the backbone network to
extract feature maps and obtains three different 80 × 80 × 256, 40 × 40 × 512, and
20 × 20 × 1024 scales of feature layers. Although the CSP-Darknet53 network is very
deep to extract more detailed features, such as the shape, color, and texture of the Camellia
oleifera fruit, while avoiding gradient disappearance and network degradation, each C3
(concentrated-comprehensive convolution module, one of the components of the backbone
network) contains extensive network parameters, which limits the computing power and
storage capacity of mobile devices, which cannot meet the real-time detection requirements.
Therefore, this paper intends to achieve the lightweight YOLOv5s-Camellia network model
by improving the backbone network of the original YOLOv5s, which consisted of CBRM,
Shuffle Light Block, ECA, and SPPF. As shown in Figure 4, where the Shuffle Block (the net-
work unit of ShuffleNetV2) with stride 1 is the basic unit and stride 2 is the downsampling
unit, both blocks follow the channel mixing operation and the depth separable convolution
of the ShuffleNetV1 [31–33].
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In the basic unit shown in Figure 4a, when the feature maps are input, the channel
slicing operation is first performed to divide the network channels into two branches, and
the number of channels in each branch is equal to c/2. Branch 1 is passed down directly
without any processing, and branch 2 is passed through 1 × 1 Conv, 3 × 3 DWConv
(Stride = 1, DWConv is the depthwise convolutional part of the depthwise separable con-
volution), and 1 × 1 Conv (the 1 × 1 convolution at this point is the pointwise convolution
part of the depthwise separable convolution) in order, and then the splicing operation is
performed with branch 1. The size of the feature maps remains the same, the number of
channels is added to achieve feature fusion, and finally, a channel blending operation is
performed to fuse the information between the channels. Since the number of input feature
channels in the convolution layer is the same as the number of output feature channels, i.e.,
there is no difference in the number of convolution kernels, the memory access cost during
the convolution operation is reduced. In the downsampling unit of Figure 4b, the channel
cutting operation is canceled, so the feature maps are directly input into two branches
with stride 2 for height and width dimensionality reduction. Then, the splicing operation
is performed after the output, which halves the height and width of the feature maps
and doubles the number of channels, increasing the network width and improving the
feature extraction capacity of the network without significantly increasing the computa-
tion. Finally, channel randomization is performed to strengthen the information fusion
between channels.
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Depthwise separable convolution differs from an ordinary convolution, as shown in
Figure 4c, and consists of two parts: depthwise convolution and pointwise convolution.
When the number of input image channels is “s”, depthwise convolution first processes the
spatial information in the aspect direction where each 3 × 3 two-dimensional convolution
kernel is responsible for processing only one channel individually, and the number of
channels in the generated feature maps is exactly the same as the number of input channels,
with the parameter only 1/s of the ordinary convolution. However, it does not efficiently
use the effective information at the same location in different feature layers. When the
number of channels of the feature maps generated by depthwise convolution is “m”, the
number of channels of the final output feature maps is “n”. To compensate for the fea-
ture loss, “n” sets of 1 × 1 × m convolution kernels are introduced on the feature maps
generated after depthwise convolution to perform the pointwise convolution operation.
New feature maps are generated by weighted combination, and the essence of depth-
wise separable convolution is to reduce the parameters and memory requirement of the
convolution operation.

2.3.3. Efficient Channel Attention Mechanism

After the backbone network was lightened and improved, the network depth became
shallower and the number of convolutional kernels was reduced, which can make the
improved network weaker in extracting the features of Camellia oleifera fruit, thus affecting
the final detection accuracy. In view of this, this paper introduced the efficient channel
attention (ECA) mechanism in the backbone network to enhance the channel features and
achieved a significant improvement in the model performance with a smaller number
of operations and parameters [34]. The ECA module uses a nondegenerate local cross-
channel information interaction strategy to improve the detection performance of the
model, achieving significant performance gains with a small increase in parameters.

The structure of the ECA block is shown in Figure 5. First, the input feature maps
are compressed by global average pooling (GAP) to obtain the aggregation feature of
1 × 1 × C. Then, the 1-dimensional convolutional kernel of size 3 is used to learn the
channel features from the aggregated features to achieve local cross-channel interaction
and extract important feature information of the Camellia oleifera fruit. Finally, the channel-
normalized weights obtained with the sigmoid function are multiplied by the original,
element by element, to output the feature maps with channel attention.

Appl. Sci. 2023, 13, 10394 8 of 19 
 

 

2.3.3. Efficient Channel Attention Mechanism 
After the backbone network was lightened and improved, the network depth became 

shallower and the number of convolutional kernels was reduced, which can make the 
improved network weaker in extracting the features of Camellia oleifera fruit, thus affecting 
the final detection accuracy. In view of this, this paper introduced the efficient channel 
attention (ECA) mechanism in the backbone network to enhance the channel features and 
achieved a significant improvement in the model performance with a smaller number of 
operations and parameters [34]. The ECA module uses a nondegenerate local cross-
channel information interaction strategy to improve the detection performance of the 
model, achieving significant performance gains with a small increase in parameters. 

The structure of the ECA block is shown in Figure 5. First, the input feature maps are 
compressed by global average pooling (GAP) to obtain the aggregation feature of 1 × 1 × 
C. Then, the 1-dimensional convolutional kernel of size 3 is used to learn the channel 
features from the aggregated features to achieve local cross-channel interaction and 
extract important feature information of the Camellia oleifera fruit. Finally, the channel-
normalized weights obtained with the sigmoid function are multiplied by the original, 
element by element, to output the feature maps with channel attention. 

 
Figure 5. The Structure of efficient channel attention block. 

2.3.4. Improved PAN of the Neck Network 
YOLOv5s network extracts a total of three feature layers for object detection when 

the input image size is (640, 640, 3), feature 1: (80, 80, 116), feature 2: (40, 40, 232), and 
feature 3: (20, 20, 464) are generated, which are located in the top layer, middle layer, and 
bottom layer of the backbone network, respectively. The neck network uses the FPN and 
the PAN to build the feature fusion module, which fuses the information from the 
shallow, middle, and deep layers to facilitate the extraction of better features. The PAN 
uses a bottom-up path enhancement strategy, which facilitates the transfer of feature 
information from the lower layer to the upper layer. The Concat operation in PAN is 
replaced by the Add operation with a smaller number of parameters, which improves the 
network’s ability to refine the image granularity of feature maps from different layers. 
Both the Concat and the Add are methods of fusing channel information under the 
integration of different feature maps by the network model: the former stitching of feature 
tensor of equal size will expand the two tensor dimensions, both by adding two feature 
maps of the same size and merging the number of channels; the latter adds the feature 
tensor with the same dimension, and the dimension remains unchanged, which increases 
the amount of feature information under the channel while reducing the number of 
parameters, and the increase of information under each dimension is beneficial to the 
detection task. 

  

Figure 5. The Structure of efficient channel attention block.

2.3.4. Improved PAN of the Neck Network

YOLOv5s network extracts a total of three feature layers for object detection when the
input image size is (640, 640, 3), feature 1: (80, 80, 116), feature 2: (40, 40, 232), and feature 3:
(20, 20, 464) are generated, which are located in the top layer, middle layer, and bottom layer
of the backbone network, respectively. The neck network uses the FPN and the PAN to
build the feature fusion module, which fuses the information from the shallow, middle, and
deep layers to facilitate the extraction of better features. The PAN uses a bottom-up path
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enhancement strategy, which facilitates the transfer of feature information from the lower
layer to the upper layer. The Concat operation in PAN is replaced by the Add operation
with a smaller number of parameters, which improves the network’s ability to refine the
image granularity of feature maps from different layers. Both the Concat and the Add are
methods of fusing channel information under the integration of different feature maps by
the network model: the former stitching of feature tensor of equal size will expand the two
tensor dimensions, both by adding two feature maps of the same size and merging the
number of channels; the latter adds the feature tensor with the same dimension, and the
dimension remains unchanged, which increases the amount of feature information under
the channel while reducing the number of parameters, and the increase of information
under each dimension is beneficial to the detection task.

2.3.5. Activation Function Optimization

The activation function is a crucial part of a neural network, responsible for adding
nonlinear factors to the output of neurons in the previous layer so that the network model
can fit nonlinear functions, thus improving the network model characterization ability.
In order to alleviate the accuracy degradation of the backbone network after lightweight
improvement and to improve the model generalization ability and detection accuracy, the
Gaussian Error Linear Units (GELU) activation function is introduced in this paper [35,36].
This function introduces the idea of stochastic regularity, a stochastic regular transforma-
tion method, which is essentially a fusion of Dropout, Zoneout, and ReLU, as shown in
Equation (1).

GELU(x) = xP(X ≤ x) = xΦ(x) (1)

Φ(x) is the cumulative probability function of the normal distribution, as shown in
Equation (2).

Φ(x) =
∫ x

−∞

e−(X−µ)2/2σ2

√
2πσ

dX (X ≤ x) (2)

where X is a random variable and x is a real number, µ is 0 and σ is 1 represent the mean
and variance of the normal distribution, respectively; Φ(x) changes with the current neuron
input x, the larger the x value, the more likely the activation output will be maintained,
while the smaller the x, the more likely the activation output will be set to 0. The neuron
is regularized with the dropout method so that the weight of each node is not too large,
mitigating network overfitting. Since the value of Equation (2) cannot be derived directly
by calculation, it can be calculated by the approximation formula of the GELU activation
function of the standard normal distribution, as shown in Equation (3).

GELU(x) = 0.5x
[
1 + tanh

(√
2/π

(
x + 0.044715x3

))]
(3)

The smooth activation function has better generalization performance and network
optimization ability, thus improving the characterization ability of the network model,
as can be seen in Figure 6. The ReLU activation function used in the original YOLOv5s
network can only achieve nonlinearity when the input is less than 0, and the gradient is
0, which is prone to neuron necrosis. The GELU activation function has basically linear
output when the input x > 0 is large; when the input x < 0 is small, the output is 0; when
the input x tends to 0, the output is nonlinear. From the curve of the derivative function, it
can be seen that the GELU function is fully derivable and it is not easy to cause gradient
explosion and gradient disappearance, which is good for keeping small negative values
and keeping the network gradient flow in a stable state. Based on this, the GELU activation
function was introduced into the Shuffle Block in Figure 4a to replace the ReLU in the
original module and improve the detection accuracy of the model.
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2.3.6. Loss Function Improvement

Camellia oleifera fruit’s precise position in the detection task is a key technology for
harvest informatization, which usually uses bounding box regression for localization and a
rectangular box to predict the location of the object in the image, and continuously adjusts
the position and size of the rectangular predicted box to make it match the ground truth
box more accurately. The whole process neural network needs to correct and refine the
predicted box position by the loss function. The original YOLOv5s model uses the CIoU
(complete intersection over union) loss function, which considers the distance between the
center point of the ground truth box and the predicted box, and the diagonal distance of
the minimum wrapped box of the two boxes, but it does not consider the angle between
the ground truth box and the predicted box, which affects the regression accuracy. It is
more complicated to measure the aspect ratio, which reduces the convergence speed, so
the SIoU (Scylla intersection over union loss) loss function is introduced to the improved
model [37,38], adding the vector angle loss penalty term between the ground truth box
and the predicted box. Finally, the loss function specifically includes angle loss, distance
loss, shape loss, and intersection over union ratio (IoU) loss. Figure 7 shows a schematic
diagram of the SIoU bounding box loss function.
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The angular loss ξ is defined in Equation (4).

ξ = 1− 2 sin2
[
sin−1

( ch1
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)
− π

4

)
] (4)



Appl. Sci. 2023, 13, 10394 10 of 18

ch1 = max
(

bgt
cy , bcy

)
−min

(
bgt

cy , bcy

)
(5)

σ =

√(
bgt

cx − bcx

)2
+
(

bgt
cy − bcy

)2
(6)

where ch1 , σ are the height difference and distance between the center point of the ground
truth box and the predicted box, respectively; bcx ,bcy represent coordinates of the center
point of the bounding box; and bgt

cx ,bgt
cy are coordinates of the center point of the ground

truth box [39].
The angle loss calculation is applied to the distance loss calculation by redefining the

distance loss ∆, as shown in Equation (7).

∆ = ∑
t=x,y

(1− e−γρt)

= 2− e−(2−ξ)ρx − e−(2−ξ)ρy

= 2− e−(2−ξ) (
bgt
cx−bcx

cw )

2

− e−(2−ξ)(
bgt
cy−bcy

ch
)

2
(7)

where cw, ch are the width and height of the minimum outer rectangle of the ground truth
box and the predicted box, and ρx, ρy are the distance loss.

The shape loss is defined as ε in Equation (8).

ε = ∑
t=w,h

(1− e−ωt)
θ

= (1− e−ωw)
θ
+ (1− e−ωh)

θ

= (1− e
− |w−wgt |

max(w,wgt) )

θ

+ (1− e
− |h−hgt |

max(h,hgt) )

θ
(8)

where (w, h) and (wgt, hgt) are the width and height of the ground truth box and the
predicted box. The weight factor θ controls the degree of attention to shape loss in the
network model, to avoid too much attention to shape loss, and to reduce the movement of
the predicted box, generally taking the best 4.

The existing loss functions are based on additive implementation, and the principle
of Li = LIOU + Ri is followed in constructing the penalty term, the final penalty term
Ri contains the influence factors angle loss ξ, distance loss ∆ and shape loss ε, and its
bounding box regression loss function is calculated by Equation (9).

Lbox = LIOU + Rbox
= (1− IoU) + ∆+ε

2
(9)

where LIOU is the loss of intersection over union(IoU), Rbox is the penalty term, which
refers to some restrictions on some parameters in the loss function to reduce the complexity
of the network.

The SIoU loss function takes into account not only the overlapping area of the predicted
box and the ground truth box, the distance between the two boxes, and the aspect ratio
but also the angle between the two boxes, which limits the degree of freedom of the
predicted box during the training, improves the regression accuracy of the network as
well as the convergence speed, and makes the network better adapted to the natural
environment assessment.

3. Experiments and Analyses
3.1. Experimental Platform Construction

The algorithm models involved in this paper were all run on the same platform. The
experimental platform is configured as shown in Table 1. Stochastic gradient descent (SGD)
was used as the optimizer to speed up the training process, the initial learning rate of the
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experiment was set to 0.001, the batch size was 32, the weight recession coefficient was set
to 0.001, and the momentum factor was set to 0.92 with 100 iterations.

Table 1. Experimental platform configuration.

Designation Environment Configuration

Operating System Windows11
CPU Intel(R) Core(TM) i5-9400F
GPU GeForceRTX3070Ti(8GB)

Development Framework Pytorch1.7.1
Development Environment Anaconda, Python3.9, CUDA11.3, OpenCV4.5.2

3.2. Evaluation Indicators

In this paper, the following are used in calculations: precision (P), recall (R), mean
average precision (mAP), floating point of operations (FLOPs), number of parameters
(Params), model size (MB), comprehensive evaluation index (F1 score), the detection time
of a single image as the improved network evaluation index. P, R, F1, and mAP are
calculated as follows:

P =
TP

TP + FP
× 100% (10)

R =
TP

TP + FN
× 100% (11)

F1 =
2PR

P + R
× 100% (12)

mAP =
∑C

C=1 AP(C)
C

(13)

where TP is the positive sample predicted as positive class; FP is the negative sample
predicted as positive class; FN is the positive sample predicted as negative class.

3.3. Ablation Experiments

In response to the existing problems of the complex network structure of the Camellia
oleifera fruit object detection algorithm, slow inference speed of mobile terminal, and high
cost of memory usage, we conducted experiments and analysis on the improved method
based on YOLOv5s. The experimental results are shown in Table 2.

Table 2. Lightweight ablation comparison experiment.

Model FLOPs/(G) Parameters Size/MB Layers mAP@0.5/%

YOLOv5s 15.8 7,012,822 14.5 213 98.4
YOLOv5s + ShuffleNet 5.3 2,898,610 6.2 184 96.9

YOLOv5s + ShuffleNet + ECA 5.7 3,137,679 6.7 187 98.1
YOLOv5s + ShuffleNet + ECA + Add 5.5 2,973,839 6.3 187 98.2

YOLOv5s + ShuffleNet+ECA + Add + GELU 5.5 2,973,839 6.3 187 98.5

Yolov5s + ShuffleNet indicates that the backbone network of the original YOLOv5s.

The YOLOv5s network model has been lightened and improved, and the FLOPs,
number of parameters, size, and number of network layers have been significantly reduced,
according to the ablation comparison test in Table 2. It can be seen that after the backbone
network was reconstructed by the unit of ShuffleNetv2, the number of convolutional kernels
was reduced due to the lightweight improvement of the network, while the network’s ability
to extract the detailed features of Camellia oleifera fruit was weakened, and the mAP@0.5
was reduced by 1.5%. In order to improve the model accuracy, three ECA channel attention
modules were introduced in the backbone network to enhance the channel features of



Appl. Sci. 2023, 13, 10394 12 of 18

the input feature map, which increased the mAP@0.5 by 1.2% with an 8.25% increase in
computation. The Concat splicing operation in the PAN was changed to the Add operation.
Add dimensional fusion increased the amount of information in each dimension of a
feature map without expanding the tensor dimension and achieved a 0.1% improvement in
mAP@0.5 while reducing the number of model parameters and computational effort. In
addition, the GELU activation function was introduced into the Shuffle Block in Figure 3
to optimize the network, which enhanced the nonlinear expressivity of the network. The
final detection mAP@0.5 reaches 98.5%, compared with the YOLOv5s model before the
improvement. In terms of FLOPs, the number of parameters and model size were reduced
by 65.19%, 57.59%, and 56.55%, respectively, and the number of network layers was reduced
by 26 layers, and the mAP@0.5 was increased by 0.1 percentage point, which improved the
performance of Camellia oleifera fruit real-time detection.

In order to verify that the SIoU loss function outperforms the CIoU in the Camellia
oleifera fruit dataset and can perform the task of real-time detection in the complex natural
environment after the improvement of the backbone network, the PAN and the optimization
of the activation function, the loss values between the ground truth box and the predicted
box of the model training phase and the validation phase were selected as the evaluation
index of the convergence performance of the improved model, respectively, and the loss
curves of the final version of the improved model after 100 iterations are shown in Figure 8.
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As shown in Figure 8, the SIoU loss function has better performance in terms of
convergence speed and optimized loss value, both in the training and validation phases. It
converges faster and the loss value between the ground truth box and the predicted box is
smaller because it takes into account the vector angle between the ground truth box and
the predicted box. Consequently, it solves the directional matching problem of direction
matching between the ground truth box and the predicted box. Moreover, the SIoU loss
function optimizes the convergence performance of the network model and improves the
detection and regression accuracy of the improved model.

In order to verify the effect of introducing the SIoU loss function on the detection
accuracy of the network model, the mean average precision curves of the network model
with the SIoU and CIoU loss functions are compared and analyzed after 100 iterations.
As shown in Figure 9, the mAP@0.5 values of the network model with the introduction
of the SIoU loss function represented by the gray curve are higher than those in the net-
work model with the introduction of the CIoU loss function represented by the brown
color from the beginning to the end of training. The comparison shows that the introduc-
tion of the SIoU loss function has improved the regression accuracy of the model in the
prediction process.

3.4. Analysis of Improved Model Results

The core of lightweight network design is to reduce the computational and spatial
complexity of the model while ensuring accuracy as much as possible and to improve the
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detection speed of the model. In order to verify the effectiveness of the model improve-
ment, this paper further analyzed the performance of precision, recall, mAP, and F1 score
under three different influencing factors, such as the backbone improvement, loss function
improvement, and PAN improvement, and the results are shown in Table 3.
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Table 3. Analysis of model effectiveness.

Model

Improvement Factors Evaluation Indicators

Backbone
Improvement SIoU PAN

Improvement P/% R/% mAP@0.5/% F1 Score

YOLOv5s × × × 98.2 97.7 98.4 97.94
YOLOv5s-B

√
× × 96.3 95.4 98.1 95.84

YOLOv5s-B-P
√

×
√

97.2 95.1 98.5 96.14
YOLOv5s-
Camellia

√ √ √
98.6 97.4 98.8 97.99

Backbone improvement includes the introduction of the unit of ShuffleNetV2, ECA and GELU. “×” means not to
use the improvement factor, “

√
” means to use the improvement factor.

From Table 3, we can see that the final improved model YOLOv5s-Camellia in this
paper has the highest precision, mAP@0.5, and F1 scores of 98.6%, 98.8%, and 97.99%,
respectively, which are 0.4%, 0.3% and 0.05% higher than the original YOLOv5s, verifying
that the improvement measures in this paper have positive impact. However, the recall of
the model has decreased by 0.3%, which is not much different from the original YOLOv5s
network. The reason is that after the improvement of the lightweight of the backbone
network, the depth of the network becomes shallow, which leads to the reduction of the
model’s ability to distinguish between positive and negative samples. In conclusion, the
final improved model of this paper has better overall performance.

3.5. Performance Comparison of Different Object Detection Algorithms

In order to verify the superiority of the improved network relative to other object
detection algorithms, this paper analyzed several current mainstream algorithms, including
the two-stage object detection algorithm Faster RCNN, YOLOv5s, YOLOv4-tiny, and the
YOLOv5s-EfficientNet network, run under the experimental environment configuration in
Table 1, and the results are shown in Table 4.

As can be seen from Table 4, the two-stage object detection algorithm Faster RCNN
is slow in inference because it has two stages of candidate region generation and feature
extraction. In addition, the fully connected network used by this model occupies a large
number of parameters and does not meet the real-time detection requirements. Compared
with the other YOLO series algorithms in Table 4, YOLO v4-tiny has the largest model size,
which seriously affects the computation, the YOLOv5s-EfficientNet algorithm, which is
based on the lightweight improvement of YOLOv5s, does not differ much in the model
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volume and detection accuracy performance indexes, but its overall performance is still in-
ferior to the final improved algorithm YOLOv5s-Camellia in this paper. The final improved
model in this paper improves the mAP@0.5 value by 0.4 percentage points compared
with the original YOLOv5s network, increases the detection speed by 57.74%, reduces
the average single image detection time and model volume by more than 50%, meets the
real-time detection requirements, and saves the computational cost.

Figure 10 compares the actual detection performance of different object detection
algorithms in Table 4. From the detection effect graph, it can be seen that the YOLOv5s-
Camellia model proposed in this paper has high regression accuracy, the best detection
effect for fruit overlap and small targets in the distant view, and the edge detection
ability for Camellia oleifera fruit is stronger than other target detection algorithms. In
summary, the detection algorithm proposed in this paper has stronger robustness in the
natural environment.
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Table 4. Performance comparison of different target detection algorithms.

Model

Evaluation Indicators

mAP@0.5/% Average Single Image
Detection Time/s

Speed/
(Fame/s) Size/MB

YOLO v5s 98.4 0.035 25.77 14.5
YOLO v4-tiny 89.9 0.025 40.45 23.1

YOLO v5s-EfficientNet 98.3 0.027 33.56 6.3
Faster R CNN 94.3 3.6 0.03 108

YOLOv5s-Camellia 98.8 0.014 60.98 6.3
Yolov5s-EfficientNet indicates that the backbone network of the original YOLOv5s model is reconstructed of
EfficientNet V2.

4. Conclusions

In this paper, a lightweight detection algorithm YOLOv5s-Camellia was proposed to
meet the requirements of real-time detection, in view of the problems of low accuracy, low
detection efficiency, and complex model of Camellia oleifera fruit detection algorithm in the
natural environment. The main conclusions are as follows:

1. The unit of the ShuffleNetV2 was introduced as the basic unit of the backbone network,
which significantly reduced the number of parameters, computation, and size of the
model while saving computational resources and cache space.

2. After the model was lightened, the feature extraction ability of Camellia oleifera fruit
details was weakened, and the detection performance was improved by embedding
three efficient channel attention modules in the backbone network while increasing
the number of partial parameters.

3. To enhance the neck network’s ability and refine the granularity of feature maps, the
Concat dimensional stitching in the PAN was replaced with Add dimensional fusion,
which increased the amount of information under each dimension while reducing the
number of parameters and maintaining the dimension of the feature map tensor.

4. The better nonlinearity of the GELU activation function was used to optimize the
model, which improved the characterization ability of the deep neural network. Com-
pared with the ReLU activation function, the nonzero gradient is better able to main-
tain a smaller negative value, avoiding the problems of gradient disappearance and
gradient explosion.

5. By introducing the SIoU loss function, the vector angle loss between the ground truth
box and the predicted box was added to the bounding box regression loss, which
reduced the model error and improved the convergence speed and bounding box
regression accuracy. The final average detection accuracy of the model reached 98.8%
and the detection speed was 60.98 frame/s. Compared with other object detection
algorithms, the comprehensive performance of the YOLOv5s-Camellia was better and
can meet the real-time detection requirements.

5. Discussion

In this paper, we intend to make improvements in three aspects as part of future
research: At first, the dataset based on the complex background of Camellia oleifera fruit
plantations needs to be continuously expanded to include more images taken under differ-
ent conditions, especially images of small-object Camellia oleifera fruit, and the complexity
of the context needs to be increased to improve the model detection accuracy. Second, to
study the expanded dataset, in future research, our study will incorporate multiple image
enhancement methods, thus increasing the diversity of image types within the dataset.
Then, the network model needs to be further optimized, so advanced optimization algo-
rithms are introduced to improve the detection accuracy and recall to make the improved
model more suitable for the detection requirements of specific scenarios. Finally, the im-
proved detection model should be deployed in the Camellia oleifera fruit harvesting robot to
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achieve autonomous detection and harvesting, thus demonstrating the practical value of
this research.
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