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Abstract: In rural regions with limited access to the power grid, self-reliance for electricity generation
is paramount. This study focuses on enhancing the design of stand-alone photovoltaic installations
(SAPV) to replace conventional fuel generators thanks to the decreasing costs of PV modules and
batteries. This study presents a particle swarm optimization (PSO) method for the reliable and cost-
effective sizing of SAPV systems. The proposed method considers the variability of PV generation
and domestic demand and optimizes the system design to minimize the total cost of ownership while
ensuring a high level of reliability. The results show that for the PSO method with 500 iterations,
the error is around 2%, and the simulation time is approximately 2.25 s. Moreover, the PSO method
allows a much lower number of iterations to be used in the Monte Carlo simulation, with a total of
100 iterations used to obtain the averaged results. The optimization results, encompassing installed
power, battery capacity, reliability, and annual costs, reveal the effectiveness of our approach. Notably,
our discretized PSO algorithm converges, yielding specific parameters like 9900 W of installed power
and a battery configuration of five 3550 Wh units for the case study under consideration. In summary,
our work presents an efficient SAPV system design methodology supported by concrete numerical
outcomes, considering supply reliability and installation and operational costs.

Keywords: renewable energy; photovoltaic generation; reliability; Monte Carlo simulation; PSO

1. Introduction

Stand-alone photovoltaic systems (SAPV) are becoming more popular in rural areas,
where there is typically no access to the electricity distribution network (DN) under prof-
itable economic conditions [1–7]. An SAPV system cannot be designed until the rated
power of the PV panels and the battery storage capacity are known. PV generation is
irradiation-dependent, which causes uncertainty in its energy output [8,9]. Both in the
short term (hour-to-hour variations) and the long term (seasonal variations), this irradiation
level differs significantly between sunny and cloudy days [10,11]. Even on a typical day
with a clear sky, passing clouds can cause fluctuations in PV power. A trustworthy forecast
of a device’s reliability is necessary to improve SAPV’s sustainability. It is practical to carry
out a thorough analysis of the solar radiation characteristics close to the SAPV installation.
PV generation uncertainty must be modeled to project average performance in the future.
Solar radiation time-series measurements from nearby weather stations are required [12–14]
to calculate expected generation.

Energy use in residential households and PV generation barely overlap. PV generation
is at its peak at noon, while residential customers typically experience their peak period in
the evening. The battery system enables the daytime PV energy surplus to be stored. The
additional PV energy will be utilized to recharge the battery as long as it has not reached
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its maximum state of charge (SOC). To increase self-sufficiency, demand-side management
can be used to shift the consumption of deferrable loads to times when PV systems have
surpluses [15,16].

To design a realistic SAPV system, an accurate load demand model is required. This
is particularly difficult for residential customers who frequently have a fluctuating load
profile. Residential load is temporally variable and depends on the time of day, the day of
the week, and the season of the year. To simulate the energy flows between the PV unit,
battery, and load, time series data of PV generation and load demand with a high temporal
resolution are required.

Numerous studies have been carried out to determine the viability of SAPV sys-
tems [17]. There are studies [18–21] that analyze residential PV plants connected to the
DN. Through this connection, they can sell energy surpluses to the utility and import
energy from the DN as needed. Various studies [22,23] consider SAPV systems that are
autonomous and unconnected to the DN. This is frequently the only choice in many rural
areas. Different methods for designing such SAPV systems have been proposed. Find-
ing the most dependable and cost-effective PV unit and battery configuration for energy
generation and storage is the main objective. Some authors offer solutions on the basis of
equations for the energy balance [24]. Some of them use statistical techniques to account
for variations in solar radiation [12]. A list of SAPV system-sizing methods can be found
in [1,25].

For the SAPV design to be successful while taking into account the reliability of
the associated systems, a realistic model of the energy resource, energy demand, and
component failures is necessary. In many studies, average solar irradiance levels over a
wide area are frequently considered. These data come from the meteorological service’s
databases and represent monthly averages [26,27]. This study measures local hourly
irradiance levels and takes them into consideration during the design stage.

As mentioned earlier, residential demand varies significantly depending on the user
and the day. The oversimplified method of using an average daily peak demand is ob-
viously a significant understatement of the demand fluctuation [1]. In this work, actual
hourly demand data from typical customers are considered.

The temporal resolution of PV generation and load demand also affects how applicable
simulation results are. The power balance between PV generation and energy consumption
must be reflected at least hourly [28–30]. Lower temporal resolutions (10 min sampling
data) have been proposed by certain authors [1] to evaluate energy flows between PV units,
batteries, and loads.

SAPV systems are a commercially viable and cost-effective solution for residential
users without access to the DN, according to many research works [31]. The initial expenses
of PV panels, batteries, and installation have an amortization period that is less than the PV
plant’s useful life, according to [18,32]. Because of this, for many residential customers, the
reliability of the electrical supply—rather than the expense of the investment—is the most
important aspect to consider when planning the installation of an SAPV system. As long
as there is a high level of supply reliability guaranteed, many private home investors are
willing to pay the investment costs of the PV generation system [33]. Because of this, an
optimal design process for the SAPV system is necessary, one that takes into account all of
the system’s uncertainties.

During SAPV design, unanticipated system faults must be considered assuming
no component faults can result in an overly optimistic performance prediction and the
consequent undersizing of PV modules and batteries [34].

Monte Carlo simulation (MCS) techniques can be executed sequentially or non-
sequentially [35]. By sequentially sampling the states of the system’s component parts, the
sequential MCS simulates the chronology of the stochastic process of system operation. The
earlier states, such as the battery’s SOC status, determine the current state of a renewable
energy system with energy storage. Typically, there is no connection between residential
demand and PV generation. The complexity of this reliability analysis is better handled by
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a sequential MCS. Other methodologies, such as reliability evaluation based on analytical
models or Markov models, cannot be used to realistically evaluate SAPV systems [36].

Sequential Monte Carlo simulation is used in this study to assess component faults.
The paper’s goal is to size the SAPV system economically optimally while imposing some
restrictions on the system’s intended reliability. This study is distinct from previous ones in
that it considers actual data from time series on PV generation and load demand in addition
to the simultaneous evaluation of uncertainties related to faults in system components.
The aim of the design of an SAPV generation system is to guarantee the desired level of
reliability in the continuity of the supply. The problem is formulated as a single-objective
cost optimization problem, as the reliability of the SAPV system is set as a minimum
requirement. To calculate the optimal size of the installation that minimizes investment
and operation costs for a minimum established reliability requirement, the application of
an evolutionary algorithm (EA) has been considered. An evolutionary algorithm is an
optimization method that imitates behaviors of nature to obtain an approximate solution
of non-linear complex optimization problems, with a large number of variables or very
complex to solve using traditional mathematical algorithms [37]. The first to be described
was the genetic algorithm (GA), although there is currently a wide variety of alternatives,
such as the article swarm optimization (PSO) algorithm based on bird behavior, the ACO
algorithm (ant colony optimization) based on the behavior of ant colonies, or evolutions
and variants of these such as the memetic algorithm (MA). Different studies have been
published comparing the EA, both qualitatively [38], and comparing the performance in
solving optimization problems of different kinds. While, qualitatively, advantages and
disadvantages are observed in each one of them, quantitatively, in the studies where the
performance of each one of them has been compared, the PSO algorithm on average reaches
the solution more quickly and effectively [37,39]. This fact, added to its simplicity, positions
it as the one indicated to implement in this work. The PSO algorithm was devised by
Kennedy and Eberhart in 1995 to describe the behavior of fish and birds. It has been used
to describe the behavior of complex systems to reach an optimal solution [40].

The objective of this work is the application of an optimization method based on PSO
to minimize the costs associated with the investment and operation of an SAPV system
for a guaranteed level of reliability. The proposed method implements the following
improvements over previous contributions:

• Simultaneous consideration of uncertainty in PV generation and domestic demand
and modeling the occurrence of random faults affecting the system.

• Calculation of the total cost of the installation based on the direct investment costs, as
well as the costs of energy to be provided in hours when an auxiliary fuel generation
system must operate.

• Introduction of the reliability evaluation method based on Monte Carlo sequential
simulation in a cost optimization process using PSO.

• The use of real-world demand and irradiance data from PVGIS [41] and datasheets
from commercial photovoltaic modules.

What sets this study apart is the utilization of real-world data spanning an entire year,
as opposed to relying solely on typical values. This real data integration adds a crucial layer
of authenticity to this research, ensuring that the findings are rooted in practical, real-world
scenarios.

Moreover, this research goes beyond conventional analyses by offering a compre-
hensive discussion section. Thorough comparisons are conducted, enabling a deeper
understanding of the design, costs, and reliability aspects of SAPV systems. This holistic
approach allows us to take the analysis one step further and provide optimal results.

Section 2 of this manuscript presents the energy balance in an SAPV system, a reliabil-
ity evaluation method performing sequential Monte Carlo simulation, and the optimization
method to minimize SAPV investment and operation costs subjected to the desired reliabil-
ity level of the electric supply. In Section 3, the results of the proposed method are validated
against an iterative algorithm, and a particular case study is evaluated. In Section 4, a
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discussion of the results takes place, as well as some additional considerations and findings
obtained from the sensitivity analysis performed. Finally, in Section 5, some conclusions
about the advantages of the proposed method for SAPV design are drawn.

2. Materials and Methods

In this section, a detailed, step-by-step description of the research methods employed
in this study is provided. First, the SAPV system and its components are introduced.
Secondly, an explanation of how the energy demand was modeled and the methods for
evaluating reliability and optimizing costs are presented.

2.1. Stand-Alone Photovoltaic Energy System

PV renewable generation has been installed in many residential homes to meet their
own energy needs. Batteries are used in conjunction with this generation to store energy
during times of surplus and to provide energy during periods of insufficient PV output.
A typical installation of photovoltaic panels and batteries to power an off-grid residential
load is shown in Figure 1. The battery is equipped with a regulator or battery controller
(BC) to adjust SOC and maximum current during charging and discharging. Power flows
between the battery and the PV panel array are decided by the BC.
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Figure 1. Stand-alone photovoltaic (SAPV) system scheme.

A conventional auxiliary generator is additionally considered to provide energy in the
hours in which the main system (PV + batteries) does not meet the supply—in this case, a
fuel generator set.

In this study, time series data with a temporal resolution of one hour were registered
to model a typical household’s energy demand. Figure 2 displays typical seasonal values
for a residential customer’s daily demand.

An approximate instantaneous generation power is estimated from solar irradiance
and temperature data collected in the PVGIS tool [41]. In this database, data from different
years are registered, in addition to having data from typical meteorological years (TMY). In
a TMY, the annual data are formed from the data set of previous years, taking the values
that are considered average or typical for a location.

The effects of the irradiance variation in the nominal generation of the module and the
effects of the temperature in the installation are considered according to Equations (1) and (2).

Tcell = Tamb,i + Gi ∗
NOCT− 20

800
(1)
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Pgi =
Gi

GSTC
∗ PN ∗ (1 + γ ∗ (Tcell − 25)) (2)

where:
Tcell: Temperature of the photovoltaic cell.
Tamb: Ambient temperature at the location.
Gi: Instantaneous global irradiance value on the module.
NOCT: Nominal operating cell temperature (45 ± 2 ◦C).
GSTC: Irradiance under standard test conditions (1000 W/m2).
γ: Coefficient of percentage variation in power with temperature.
If the term PN is eliminated from this equation, it is normalized, so that it can be used

in an iterative method for designing the installation, multiplying by the installed power in
each case.
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Figure 2. Seasonal residential customer daily load profile and hourly generation curve.

On the other hand, in order to have an adequate demand model, consumption data
for a household over a year have been obtained, which will be used as a profile to generate
the system load time series.

The energy balance of the system is evaluated as the balance at the terminals of the
battery, i.e., the energy that contributes to charging or discharging it (Equations (3) and (4)).

Eb,i =
(
Eg,i−Ed,i

)
∗ ηc, Eg,i > Ed,i (3)

Eb,i =

(
Eg,i−Ed,i

)
ηd

, Eg,i < Ed,i (4)

where:
Eb,i: energy that the battery can return in a daily discharge cycle in period i.
Eg,i: average daily energy generation in period i.
Ed,i: average daily energy demand in period i.
ηc: battery charging efficiency.
ηd: battery discharge efficiency.
Once the energy that charges/discharges the battery at each instant has been obtained,

the equation that determines the state of charge can be evaluated (Equations (5) and (6)).

Qb,i = Qb,i−1 + Eb,i if Qb,i−1 > SOCmin (5)
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SOC =
Qb,i

Qb,max
(6)

where:
Qb,i: battery capacity at period i.
Qb,i−1: battery capacity at period i − 1.
Qb,max: maximum battery capacity.
SOCmin: Minimum state of charge for the battery.
The state of charge of the battery has limits. A minimum charge of 20% is established

to prolong battery life. For the periods in which the battery is at 20%, the SAPV system
will be considered to have not delivered the necessary energy supply, and the undelivered
energy demand will be counted as energy not supplied (ENS). On the other hand, if the
battery reaches its maximum charge, the excess generated energy that cannot be consumed
or stored will be counted as energy not used (ENU).

ENS represents the total energy in a year that the SAPV installation has not covered the
requested electricity demand. This energy will be considered for the purpose of evaluating
the costs that come from the operation of the backup fuel generator set.

2.2. Reliability Evaluation Method

Two questions must be answered in order to assess the SAPV system’s reliability. If the
combined instantaneous power from the PV arrays and the energy stored in the batteries
is insufficient to meet demand, there will be a supply interruption. The occurrence of
unanticipated system faults is the second reason for a supply interruption.

A PV plant’s reliability model is a complicated subject [42–44]. An aggregated PV
plant reliability model (including PV panels and BC) with a failure rate λc is employed
to achieve the goals of this study. It is assumed that the PV plant’s reliability model has
two states, with total power output in the up state and zero power output in the down
state. Batteries’ faults are not taken into account because it is assumed that they will be
maintained and replaced before reaching the end of their useful life (so it is assumed that
λb = 0).

The PV plant’s time to failure (TTF) and mean time to repair (TTR) are both modeled
using exponential and Rayleigh distributions, respectively [45]. Utilizing the inverse
transform method, TTF and TTR are generated at random [46].

When a PV panel array or BC fails, the PV generation curve becomes zero when
the sequence of failures is combined with it. The generating capacity sequence (GCS)
is acquired in this manner. Then, the GCS and the demand sequence are combined to
determine the battery’s SOC.

SOC(t) is obtained from Equation (7) by taking into account the instantaneous power
demand Pd(t) and GCS(t):

SOC(t) = SOC(t− 1) + α(GCS(t)− Pd(t))·∆t, (7)

where α = ηc if GCS(t) − Pd(t) > 0 and α = 1/ηd if GCS(t) − Pd(t) < 0.
An interruption of supply due to generation inadequacy occurs when:

SOC(t) ≤ SOCmin and GCS(t) < Pd(t). (8)

The energy supplied by the battery is assessed using Equations (7) and (8) during PV
failure periods to reduce the failure time completely or partially until the battery is dis-
charged to SOCmin. The frequency of interruptions (FOI in number of interruptions/yr) and
the loss of energy expectation (LOEE in Wh/yr) are evaluated according to the reliability
analysis method.

There is a capacity for producing energy that cannot be used (ENU) if SOC(t) = SOCmax
and GCS(t) > Pd(t).

The variables Ps(t) and Pd(t) must be discretized in order to use the analysis method
numerically. The energy generated by the PV array is calculated for each hour h of the year,
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and its value is assigned to the discrete variable Ps(h). Its value can be expressed in both
kW and kWh, which are equivalent units of measurement, because it relates to average
hourly power. If the discrete values of Ps(h) are used to calculate the GCS(t), then GCS(t)
is automatically discretized as GCS(h). An analogous discrete variable, Pd(h), is used to
represent the energy required for each hour.

The system’s hourly behavior for a sequence of n years is simulated using a sequential
Monte Carlo simulation (MCS). To create chronological generation and demand random
sequences, the randomized irradiance level for each hour of the day for each month of the
year is taken into account along with the hourly demand.

The reliability evaluation method is carried out as explained in [47]:

• BEGIN: Set up the counter with n = 1. Obtain the initial system settings.
• FOR n = 1 to n DO:

# Initialize the following counters: h = 1 (number of simulated hours of the year);
i = 0 (counter of interruptions); H = 0 (hours of interruption); LOEE = 0; ENU = 0,
SOC = 80% (battery state of charge).

# To create the annual failure sequence, simulate TTF and TTR in turn.
# Using data from the historical record generate randomized hourly PV generation time

series data Ps(h).
# Using data from the historical record generate the hourly chronological curve of

annual demand Pd(h).
# Combine Ps(h) and the annual failure sequence to get the generating capacity sequence

GCS(h) for the simulated year.
# FOR h = 1 to 8760 DO:

• Using GCS(h) and Pd(h), solve Equation (7) to get SOC(h).
• Update the number of interruptions i and evaluate the duration in hours of each

interruption Hi.
• If SOC = SOCmin and GCS(h) < Pd(h), update LOEE: LOEE = LOEE + Pd(h) −

GCS(h).
• If SOC = SOCmax and GCS(h) > Pd(h), update ENU: ENU = ENU + GCS(h) −

Pd(h).

# Determine FOI index: FOI = i.
# Assess the loss of load expectation (LOLE) index: LOLE = ∑Hi (h/yr).
# Assess the loss of load probability (LOLP) index: LOLP = 100·LOLE/8760.
# Evaluate average values of the indices for the n simulated years (Consider a possible

convergence criterion).

• Evaluate reliability indices frequency histograms per year.

To establish a number of iterations to make the probabilistic calculation with an
acceptable error, a study of the standard deviation of the averaged LOLP index is carried
out as a function of the number of repetitions, taking into account the time used by the
simulation (Figure 3).

Above 500 iterations, the error is around 2%, with a simulation time of approximately
2.25 s. From this point on, the error reduction function becomes horizontally asymptotic,
while the execution time increases proportionally to the iterations. To reduce the error to
1%, the execution time is multiplied five times. Carrying out tests of the code, it has been
observed that with 500 repetitions, errors occur in the convergence of the program. For
that reason, the number of iterations has been increased to 1000. Figures 4 and 5 show the
reliability indices average as a function of the number of iterations.
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2.3. Optimization Problem

The primary objective of this section is to minimize the total cost associated with
the SAPV. The objective function, as described in Equation (9), incorporates various cost
components:

Annualcost = PVcost + Batterycost + Generatorcost (9)

Each of these components must be optimized to achieve the minimum annual cost.
This optimization involves selecting the most efficient combination of installed PV panel
power and battery capacity. The specific definitions for these terms are provided as follows:

PVcost =
Pginstalled ∗ costWinstalled

useful_Lifepanels
(10)

Batterycost =
Qb,max ∗ costWhinstalled

useful_Lifebatery
∗

useful_Lifepanels

useful_Lifebartery
(11)

Generatorcost = Fuelcost
( euros

l

)
∗ ENS(kWh)

∗ Generator_consumption
(

l
kWh

) (12)

In order to solve this optimization problem, certain constraints must be satisfied. These
constraints ensure that the equipment sizes are physically feasible and prevent the system
cost from escalating to excessively high values. Specifically, the constraints are shown in
Equations (13)–(16).

Equipment size constraints:
Pginstalled ≥ 0 (13)

Qb,max ≥ 0 (14)

Size limit constraints:
Pginstalled ≤ 20, 000 (15)

Qb,max ≤ 35, 000 (16)

The final mathematical formulation of the optimization problem can be summarized
as follows:

min Annualcost

subject to


Pginstalled ≥ 0

Qb,max ≥ 0
Pginstalled ≤ 20, 000

Qb,max ≤ 35, 000

(17)

This formulation defines the objective function and constraints required to optimize
the SAPV system’s design while minimizing annual costs, ensuring equipment sizes are
positive, and preventing sizes from exceeding predefined limits.

The optimization problem addressed is formulated as a mono-objective optimization
problem. It is aimed to minimize a single cost function, which represents the overall cost
associated with the design and operation of the stand-alone photovoltaic (SAPV) system.
However, the implications of the design results on reliability are also studied, taking
advantage of Monte Carlo simulations.

2.4. Cost Optimization Algorithm

To solve the optimization problem indicated in Equation (17), the following procedure
is used. Due to the fact that it is an SAPV system, the useful usable energy will be taken
into account (usable energy = total generated energy − ENU).
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To calculate the optimal size of the SAPV installation that minimizes investment and
operation costs for a minimum established reliability objective, an evolutionary optimiza-
tion algorithm based on PSO has been implemented. This algorithm starts from a swarm
or society of particles initially uniformly distributed in the space of possible solutions for
battery storage capacity and installed PV power, as seen in Figure 6. The particles meet the
following requirements:

• The dimensions of the space are known, as well as the value of the objective function
for each particle, although its maximum/minimum is not known.

• Particles can move freely through space.
• Particles have memory, remembering the position of their own optimum.
• There is communication between particles, knowing all the positions and values of

the global optimum.
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Figure 6. Initial position of the particles in the state space of the PSO algorithm.

For this initial distribution, the value of the objective function of each particle is
calculated. This value becomes its own optimum and the global optimum is established
among all of them. In the successive iterations of the algorithm, the particles will begin to
move according to Equation (11).

→
xi(t + 1) =

→
xi(t) +

→
vi(t + 1) (18)

where:
xi(t) is the position of particle i at time t.
vi(t + 1) is the speed of particle i at time t + 1.
Both position and velocity are treated as dimensionless parameters, since to be dimen-

sionally correct, the velocity at one instant should be multiplied by the time at the next
instant. The time between instants is considered to be one iteration, leaving the parameter
multiplied by one, so it is a displacement to the next point.

Thus, the behavior of the particle is defined with a simple kinematics equation where
the new position is the current position plus a velocity vector (Equation (12)).

→
vi(t + 1) = wdamp

t ∗ w ∗ →vi(t) +
→
r1 ∗ c1

(→
pi(t)−

→
xi(t)

)
+
→
r2 ∗ c2

(→
gi(t)−

→
xi(t)

)
(19)

where:
wdamp

t is the damping coefficient raised to iteration t.
w is the coefficient of inertia of the particle.
r1 and r2 are two normalized positive random vectors.
c1 and c2 are the cognitive and social coefficients, respectively, of the particle.
pi is the position of the particular optimum of the particle.
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gi is the position of the global optimum of the swarm.
Three terms can be distinguished in the equation. The first of them is the inertial term

(wdamp
t ∗ w ∗ →vi(t)), which considers the movement that the particle previously had and

contains a damping coefficient that decreases it with the passing of the iterations in order to
prevent the particle from oscillating as it converges to the final solution. The second term
(
→
r1 ∗ c1

(→
pi(t)−

→
xi(t)

)
) is cognitive. It considers the distance from the particle’s position to

its own historical optimum, updating itself if it finds a new one. Finally, the third term is
the social (

→
r2 ∗ c2

(→
gi(t)−

→
xi(t)

)
), being the same as the previous one, but considering the

distance from the position of the particle to the global historical maximum of all.
Applying the PSO algorithm to the cost optimization problem with 30 particles and

20 iterations, the evolution of these particles both individually and collectively is observed
as shown in Figures 7 and 8.
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Figure 7. Trajectory of a particle throughout the optimization process.

Not all the particles end at the same point; this is because the algorithm ends before
they have had time to reach the optimum. Likewise, this is independent of the operation of
the algorithm since, being initially uniformly distributed in space, the particles closest to
the optimum manage to find the solution satisfactorily (Figure 9).

One advantage of this algorithm is that, since it is approximate and without discretiza-
tion, it allows a much lower number of iterations to be used in the Monte Carlo simulation,
since the error that can be made in the calculation of the system will be negligible when the
solution is discretized and opts for commercially available power and capacity to make up
the system. Thus, a total of 100 iterations have been used in the Monte Carlo simulation to
obtain the averaged results (Figure 10).

The global objective function of the system remains almost constant in this method,
since, with a sufficiently large population, a system close to the optimum will already be
found in the first iteration, while if we observe the evolution of a particular particle, its
objective function will oscillate and attenuate as it approaches the optimum.

Based on the literature analysis, the decision to use the PSO algorithm for this research
was based on several key factors. Firstly, PSO allows the analysis of cost and reliability
simultaneously. This makes it suitable for a complex problem with conflicting objectives.
Secondly, PSO’s global optimization capabilities are vital for efficiently exploring a wide
parameter space in the presented problem domain. Thirdly, its relatively fast convergence
aligns with the practical engineering applications, considering computational time con-
straints in sizing stand-alone photovoltaic (SAPV) systems. Additionally, PSO’s adaptability
allows customization to match the specific constraints and objectives of the studied SAPV
system-sizing problem. Lastly, its extensive use in both academia and industry provided a
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strong foundation for its applicability to the presented research, making it the ideal choice
among various optimization techniques.
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3. Results

In this section, the performance of the PSO optimization algorithm is evaluated and
then it is applied to a case study for the optimal design of an SAPV system.

3.1. Validation of the Cost Optimization Method

To contrast the results obtained by the PSO optimization algorithm, they are compared
with the results obtained from an iterative heuristic optimization of the SAPV system
design based on discrete increases and decreases in the installed PV power and battery
storage capacity. The heuristic algorithm followed for the iterative optimization of the
SAPV system is the one shown in Figure 11.

Each candidate solution consists of:

• Candidate 1: Discreet increase in PV power.
• Candidate 2: Discreet increase in battery capacity.
• Candidate 3: Discrete decrease in PV power.
• Candidate 4: Discreet decrease in battery capacity.

The optimal improvement is chosen as the one that minimizes the cost of the instal-
lation among the four tested options. If this does not improve with respect to the system
established in the previous optimization iteration, the algorithm concludes that it has
reached the optimal solution.

The solution found, the optimization time of the PSO optimization algorithm, and
the discrete heuristic optimization procedure have been compared. In the first place, the
solution reached in both methods is the same, showing that both converge equally for the
same installed PV power and installed battery capacity (Figure 12).

In the PSO algorithm, some points do not get to group with the rest at the optimal
value in the established simulation time due to the lack of iterations. These values are
typically the ones that were originally furthest from the optimal solution. The points that
are not directly in the optimum will not affect the solution delivered by the method, since it
is considered the best of each series.

The simulation time is a difficult parameter to compare between the two methods,
since while the PSO algorithm always performs the same number of operations given
that the number of iterations and systems (particles) is predefined, the iterative heuristic
method starts from an initial system that may be closer or further from the final solution,
and the number of operations to perform will vary with it (Figure 13). The data collected
for some of the simulations carried out in the previous sections are shown in Table 1.
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different initial values).
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Table 1. Optimization method comparison.

Method 1: Heuristic optimization process

InitialPgInstalled (W) Initial Qb,max (Wh) EndPgInstalled (W) Final Qb,max (Wh) Time(s) Total iterations

6050 10,000 6050 13,000 126.5 7
9900 9500 6050 13,000 279.2 16

11,000 20,000 6050 13,000 432.0 25

Method 2: PSO algorithm

InitialPgInstalled (W) Initial Qb,max (Wh) EndPgInstalled (W) Final Qb,max (Wh) Time(s) Total iterations

- - 5778.57 12,845.35 271.0 -

3.2. SAPV System Case Study

In order to evaluate the proposed design method, an installation located at the Energy
Engineering Institute of the UPV [48] is considered for a typical demand of a house with a
power demand of up to 4.6 kW. The most recent PVGIS irradiance data for the year 2020
have been taken. The parameters considered for this case study are shown in Table 2.

The price of the regulator for the installation is not considered since a combined
inverter with a regulator oriented to PV installations has been chosen for the study. Several
of these inverters can work in parallel to support the power of the installation. The
performance and other technical parameters, as well as the prices, have been obtained
either from the technical datasheets of this equipment, from market analysis, directly from
the distributor, or from documents from recognized institutions [49,50]. The power of the
PV modules and the nominal capacity of the battery modules are used for the discretization
of the results. The generator consumption has been estimated from the power produced
and the fuel consumption at a 75% load.

To determine the data to be entered into the reliability simulator and optimizer, a
study has been carried out where data have been collected from four local distributors and
one national distributor of photovoltaic modules and batteries for these systems.

Data have been obtained for five of the ten largest capacity PV module manufacturers
in the world [51]. In order to normalize the different technologies of each manufacturer
and the nominal generation power of the panel, the price of each module has been nor-
malized by dividing it by its nominal power and finding the weighted average of all the
modules collected, for a total of 51 modules (Figure 14). An average price with a VAT of
0.488 EUR/Wp (0.403 EUR/Wp without VAT) has been obtained.
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Table 2. SPAV case study system parameters.

Battery charging efficiency 0.93 SPF-5000-ES

Battery discharging efficiency 0.93 SPF-5000-ES

Required reliability 90 %

Rated power 550 W JAM72S30-550

Ktemp power −0.35 % JAM72S30-550

Rated capacity 3552 Wh Pylontech US3000C

Pdmax 4600 W

PV power price 0.488 EUR/W installed

PV life 25 Years JAM72S30-550

Battery capacity price 0.597 EUR/Wh installed

Battery life 15 Years Pylontech US3000C

Inverter price 665 EUR SPF-5000-ES (unitary price)

Regulator price 0 EUR Combined in inverter

Diesel consumption cost 0.6 l/kWh Genergy Aneto 75% charge

Fuel price 1878 EUR/l Gasoline
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A similar procedure has been followed for batteries. Currently, there are different bat-
tery technologies with different characteristics that are used for self-consumption systems.
The main technologies are lead acid, AGM, GEL and lithium (LFP lithium steel phosphate),
which are being introduced due to their progressive price reduction. Assessing the differ-
ences between different technologies [52] and given its stability in maintaining the charge
and discharge voltage, its low maintenance, its suitability for deep cycle applications, and
its progressive decrease in price, LFP technology has been chosen. The developed method
also allows consideration of data for batteries from other technologies that could be used in
the installation.

The procedure followed was similar to the previous one, taking data from different
distributors for the main lithium battery models, for a total of 120 items, obtaining an
average price with a VAT of 0.597 EUR/Wh (0.493 EUR/Wh without VAT) (Figure 15).
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The results obtained from the optimization of an SAPV system with the data referred
to above and for each of the methods developed are shown in Table 3.

Table 3. Results of the design optimization of the SAPV system for 2020 climatological data.

Iterative Heuristic Algorithm Continuous PSO Algorithm Discretized PSO

Installed power (W) 9900 9525 9900

Battery capacity (Wh) 17,760 17,668 17,760

Reliability (%) 93.78 93.65 93.65

Approximate annual cost (EUR/year) 1828.24 1825.99 1828.79

In this case, when discretizing the PSO algorithm, the convergence of the results
obtained is observed. This solution translates into 9900 W in PV modules and a rack with
five 3550 Wh batteries.

4. Discussion

In order to verify the variation in the results with the variation in the input data, a
sensitivity study is carried out taking different parameters into account.

4.1. Climatological Year

First, the variation in the optimal system will be verified depending on the year used
in the climatology data extracted from the PVGIS database. It is carried out for the records
from 2015 to 2019, comparing them with the previous results for the year 2020 (Table 4).
In all of them, the installation presents the same characteristics, and it is assumed that the
market prices are the same.

It can be seen in Figure 16 that there are differences in the results. Although the ideal
battery capacity is not affected, the necessary installed power does vary by up to 2750 W in
the discretized calculations (corresponding to five modules). The interpretation of this may
be due to a greater or lesser concentration of days of low PV production (cloudy or rainy
days) at times of the year with lower irradiance. With the same energy storage capacity,
it is possible to supply the demand in this period. A greater frequency of these low PV
production days implies greater installed PV power to be able to store enough energy.
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Table 4. Optimal system depending on the year.

2015 2016 2017 2018 2019 2020

C.Opt PSO C.Opt PSO C.Opt PSO C.Opt PSO C.Opt PSO C.Opt PSO

Pinst (W) 9350 9017 11,550 11,409 10,450 10,545 9900 9436 8800 9147 9900 9350

Capacity (Wh) 17,760 17,998 17,760 17,140 17,760 17,623 17,760 18,125 17,760 17,849 17,760 17,668

Reliability (%) 94.40 94.59 93.65 93.06 94.13 94.07 93.69 93.98 93.8 94.02 93.78 93.65

EUR/year 1765.1 1761.6 1881.1 1875.3 1821.5 1817.1 1833.5 1830.7 1807.1 1803.3 1828.2 1826.0

EUR/kWh 4.38 4.41 4.45 4.38 4.37 4.36 4.41 4.47 4.39 4.39 4.41 4.41
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Figure 16. Optimal solution depending on the year studied (circle: heuristic method; triangle: PSO).

Taking information from AEMET [53], the reason for these variations can be analyzed
from the data represented in Figures 17 and 18.

The data have been taken from the datosclima.es website (accesed on 10 October 2023),
which obtains the data directly from the AEMET OpenData API (https://www.aemet.es/
en/datos_abiertos/AEMET_OpenData) (accesed on 10 October 2023), which has national
climatological data records available to any user. The data have been taken for the closest
weather station to the location of the SAPV installation (Table 5).

Appl. Sci. 2023, 13, x FOR PEER REVIEW 20 of 27 
 

 

Figure 17. Historic precipitation and solar hours at Valencia Airport 2015–2020. 

 

Figure 18. Historical precipitation and solar hours in the area of interest in the years 2016–2017. 

In both years, there is a prolonged period of lower solar incidence, with brief peaks 

that are in line with the average for the time. This temporary distribution explains the 

profitability of a greater installed capacity to cover the cost of fuel consumption in those 

specific periods. 

In the case of having the calculations for all the years, the solution for 2016 would be 

the one to apply; however, the system provided in 2020 is a compromise solution between 

all of them. Another solution would be to take the data for the TMY in PVGIS and convert 

them to the desired inclined plane, although this solution would also give an averaged 

system. 

Comparing the optimal system for each year with the meteorological data of 2016, 

these being the most critical among those analyzed, the reliability parameters obtained 

are shown in Table 6. 

Table 6. Reliability of the optimal system for each year for 2016 data. 

Year Power Installed (W) Battery Capacity (Wh) Reliability (%) 

2015 9350 17,760 92.97 

2016 11,550 17,760 93.65 

2017 10,450 17,760 93.35 

2018 9900 17,760 93.17 

2019 8800 17,760 92.73 

2020 9900 17,760 93.17 

As can be seen, although the optimal system varies from year to year since it is opti-

mized for the minimum cost, which is very sensitive to the hours not supplied where a 

secondary generator has had to act, the system’s supply reliability, once it is in the order 

Figure 17. Historic precipitation and solar hours at Valencia Airport 2015–2020.

datosclima.es
https://www.aemet.es/en/datos_abiertos/AEMET_OpenData
https://www.aemet.es/en/datos_abiertos/AEMET_OpenData


Appl. Sci. 2023, 13, 11623 19 of 26

Appl. Sci. 2023, 13, x FOR PEER REVIEW 20 of 27 
 

 

Figure 17. Historic precipitation and solar hours at Valencia Airport 2015–2020. 

 

Figure 18. Historical precipitation and solar hours in the area of interest in the years 2016–2017. 

In both years, there is a prolonged period of lower solar incidence, with brief peaks 

that are in line with the average for the time. This temporary distribution explains the 

profitability of a greater installed capacity to cover the cost of fuel consumption in those 

specific periods. 

In the case of having the calculations for all the years, the solution for 2016 would be 

the one to apply; however, the system provided in 2020 is a compromise solution between 

all of them. Another solution would be to take the data for the TMY in PVGIS and convert 

them to the desired inclined plane, although this solution would also give an averaged 

system. 

Comparing the optimal system for each year with the meteorological data of 2016, 

these being the most critical among those analyzed, the reliability parameters obtained 

are shown in Table 6. 

Table 6. Reliability of the optimal system for each year for 2016 data. 

Year Power Installed (W) Battery Capacity (Wh) Reliability (%) 

2015 9350 17,760 92.97 

2016 11,550 17,760 93.65 

2017 10,450 17,760 93.35 

2018 9900 17,760 93.17 

2019 8800 17,760 92.73 

2020 9900 17,760 93.17 

As can be seen, although the optimal system varies from year to year since it is opti-

mized for the minimum cost, which is very sensitive to the hours not supplied where a 

secondary generator has had to act, the system’s supply reliability, once it is in the order 

Figure 18. Historical precipitation and solar hours in the area of interest in the years 2016–2017.

Table 5. Accumulated hours of sunshine per year recorded in the area of interest.

Year Cumulative Sun Hours

2015 2991.7
2016 2963.2
2017 3158.0
2018 3010.2
2019 3161.9
2020 3013.3

It can be seen that 2016 is the year with the fewest hours of sunshine among those an-
alyzed. This, although not conclusive, gives clues as to why this is the year that presents
an optimal system with greater power compared to the rest, although it disagrees with
the fact that 2017 is the year with the highest installed power, being one of the years that
more solar hours were accumulated. Next, if we pay attention to the distribution of solar
hours in Figure 18, a prolonged period of lower radiation is observed in both, which
explains this fact.

In both years, there is a prolonged period of lower solar incidence, with brief peaks
that are in line with the average for the time. This temporary distribution explains the
profitability of a greater installed capacity to cover the cost of fuel consumption in those
specific periods.

In the case of having the calculations for all the years, the solution for 2016 would be
the one to apply; however, the system provided in 2020 is a compromise solution between
all of them. Another solution would be to take the data for the TMY in PVGIS and convert
them to the desired inclined plane, although this solution would also give an averaged
system.

Comparing the optimal system for each year with the meteorological data of 2016,
these being the most critical among those analyzed, the reliability parameters obtained are
shown in Table 6.

Table 6. Reliability of the optimal system for each year for 2016 data.

Year Power Installed (W) Battery Capacity (Wh) Reliability (%)

2015 9350 17,760 92.97
2016 11,550 17,760 93.65
2017 10,450 17,760 93.35
2018 9900 17,760 93.17
2019 8800 17,760 92.73
2020 9900 17,760 93.17
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As can be seen, although the optimal system varies from year to year since it is
optimized for the minimum cost, which is very sensitive to the hours not supplied where a
secondary generator has had to act, the system’s supply reliability, once it is in the order of
magnitude of the optimum, is quite insensitive to small variations in the installed power,
fulfilling the technical requirement of reliability.

4.2. Price of Components and Fuel

In the calculation of costs, three price parameters are involved—that of the photovoltaic
modules, that of the batteries, and that of the fuel to make up for the deficit in solar
generation. These three prices tend to change in the short to medium term, so it is interesting
to study how the optimal system varies with them.

First, the system is analyzed with the variation in the price of PV modules, which have
suffered a significant price decrease in the last decade (Figure 19).
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Figure 19. Variation of power and optimal capacity with the price of PV modules.

As seen in Figure 19, the optimal storage capacity is not affected by the price of the
modules. As expected, the optimal installed power increases as the price decreases. From
these data, a better conclusion can be drawn from Figure 20.
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Figure 20. Variation of power and optimal capacity with the price of the modules.

The reliability of the system increases with the decrease in the price of the panels, for
which reason, having a very oversized installation power to charge the battery enough to
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fully supply the periods of lower generation and eliminate the cost of fuel consumption is
prioritized.

Analyzing the evolution of the system and setting all the parameters except the price
of battery storage, a similar effect is observed (Figure 21).
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Figure 21. Variation of the power and optimal capacity with the price of the batteries.

Installed power remains practically constant, decreasing slightly as storage capacity
increases. Meanwhile, storage capacity skyrockets for low storage prices, increasing supply
reliability (Figure 22).
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Figure 22. Variation of the reliability and cost of the system with the price of the batteries.

In this case, the difference is even more exaggerated, since an equal percentage varia-
tion in the price of the batteries is much more significant than in the case of PV modules,
making the need for a secondary generator practically zero when the price is cheaper. Given
current prices (approx. 0.5 EUR/W for PV modules and 0.6 EUR/Wh for batteries), a USD
0.1 decrease in batteries would produce approximately a 1.5% increase in reliability and a
EUR 200 decrease in cost system, while the same variation in PV modules would produce
only a 0.2% improvement in reliability and less than EUR 50 decrease in cost, concluding
that the price of energy storage is much more significant in the system.

Finally, the same analysis is conducted for the price of fuel, which generally fluctuates
more frequently than component prices (Figure 23).
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Figure 23. Optimum power and capacity variation with fuel price.

It can be seen in Figure 23 how a price increase gives rise to an identical reaction in the
two main components of the system, increasing installed power and storage capacity, with
the consequent increase in supply reliability and annual cost (Figure 24).
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Figure 24. Variation of the reliability and cost of the system with the price of fuel.

Inevitably, an increase in the cost of fuel has an equal reflection on the total cost of the
installation. The cost of increasing the power and capacity of the system without fuel is
less than the increase in the cost of fuel to cover the hours of solar supply failure, but it
also translates into an increase in the total cost. Regardless of this study, if macroeconomic
effects are considered, an increase in the price of fuel may cause an increase in the price of
the rest of the products, modifying the trend curves previously seen.

5. Conclusions

The developed PSO optimization method allows a high degree of flexibility in the
calculation of the optimal SAPV installation. The methodology that performs the optimal
system sizing allows the collection of irradiance log data for any location and its use in the
system calculation, as well as the input of detailed demand profiles. It also allows the input
of parameters for specific commercial PV components, making the system solution unique
and optimal for each individual user.
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The PSO optimization method always converges to the same result, having used two
different optimization algorithms to corroborate this fact and check the accuracy of the
result. This fact, together with the computational speed of the algorithms, is sufficient to
admit the feasibility of using the program in the design of larger SAPV systems.

Sensitivity analysis of the annual irradiance data indicates that, once the optimal
system has been obtained in the indicated order of magnitude, the system solution allows
for a margin of error while maintaining the desired supply reliability.

Looking at the trends and price sensitivity analyses, it can be concluded that the trend
for these mixed off-grid systems, which combine photovoltaics with an external generator,
is towards a pure photovoltaic system. The market trend is towards lower costs for both PV
modules and batteries, so the system will evolve towards the elimination of the auxiliary
generator in favor of increasing the installed power and, above all, the storage capacity,
thus increasing the reliability of supply to values close to 100%.

Finally, it should be added that, although a fully functional design method has been
obtained, it can be improved in future work, allowing for improvements in the installation
calculation model, taking into account, for example, maintenance costs and replacement of
the components of the system, and the effect of aging on these system components, which
would affect both their failure rate and the generation capacity of the PV modules and the
storage capacity of the batteries.

It can be concluded that this research makes a significant contribution to the field by
providing a complete and robust study that addresses various critical aspects of SAPV
system design.
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Abbreviations

AC Alternating current.
BC Battery controller.
DC Direct current.
DN Distribution network.
Eb Energy contributed by the battery.
Ed Daily energy consumption.
E1 Excess energy produced by the photovoltaic panels.
ENU Energy not used.
FOI Frequency of interruptions.
GCS Generating capacity sequence.
HRES Hybrid renewable energy systems.
LOEE Loss of energy expectation index.
LOLP Loss of load probability index.
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LOLE Loss of load expectation index.
LOPE Loss of power expectation index.
MCS Monte Carlo simulation.
nc Consecutive cloudy days.
Pd(t) Instantaneous power demand.
Pd(peak) Maximum demanded power.
PNU Power not used.
PSO Particle Swarm Optimization.
PVpeak Rated power installed in the photovoltaic panels.
PS(t) Power produced by the photovoltaic array.
PV Photovoltaic array generation system.
Qb Battery capacity.
SAPV Stand-alone photovoltaic system.
SOC State of charge of battery.
SOCmax Maximum admissible value of SOC.
SOCmin Minimum admissible value of SOC.
TTF Time to failure.
TTR Time to repair.
λb Battery failure rate per year.
λc Photovoltaic panel array and battery controller failure rate per year.
λi Inverter failure rate per year.
ηb Li-ion battery efficiency.
ηc Battery charging efficiency.
ηd Battery discharging efficiency.
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