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Abstract: In the evolving landscape of device-free localization techniques, Wi-Fi channel state in-
formation (CSI) emerges as a pivotal tool for environmental sensing. This study introduces a novel
fingerprint localization algorithm. It employs an improved Hybrid Grey Wolf Particle Swarm Op-
timization (IPSOGWO) in combination with Multi-Output Support Vector Regression (MSVR) to
enhance indoor positioning accuracy. To counteract the limitations of standard DBSCAN and PCA
in noise reduction and feature extraction from complex nonlinear data, we propose an adaptive
denoising algorithm based on spatial clustering (A-DBSCAN) and an autoencoder to efficiently
denoise and extract features from CSI amplitude to improve the localization accuracy. Additionally,
we introduce a new position update strategy, bolstering the optimization efficiency of the PSOGWO
algorithm. This refined approach is instrumental in determining the globally optimal hyperparam-
eters in MSVR, leading to enhanced model prediction accuracy. Two indoor scenario experiments
were conducted to evaluate our method, yielding average localization errors of 0.59 m and 1.12 m,
marking an improvement in localization performance compared to existing methods.

Keywords: indoor positioning; channel state information; hybrid optimization algorithm; MSVR

1. Introduction

With the rising demand for indoor location-based services, indoor positioning tech-
niques have been proposed, including geomagnetic [1], ultra-wideband [2], Bluetooth [3],
Wi-Fi [4], audio [5], visible light [6], and computer vision [7]. Wi-Fi Received Signal
Strength (RSS) is highly susceptible to transient power from the transmitter and indoor
environments, causing substantial fluctuations and compromising stable detection perfor-
mance [8,9]. Wi-Fi, supporting the IEEE 802.11n standard, now incorporates Multiple-Input
Multiple-Output (MIMO) technology. Using multiple transmitting and receiving anten-
nas to form wireless channels for simultaneous data transmission enhances the system’s
transmission rate. In MIMO systems, each transmitting and receiving antenna has an inde-
pendent channel response, usually represented as CSI, illustrating the signal variations from
transmitter to receiver [10]. Using this detailed and varied information as signal feature
indicators instead of RSS enables a more accurate depiction of characteristics at different
locations [11,12]. Furthermore, CSI technology allows for effective passive localization by
monitoring wireless signal features in the target’s indoor environment, even without a
receiving device on the target. Thus, CSI technology holds vast potential in specialized
areas like location awareness [13], human monitoring [14], and motion recognition [15].

Based on the positioning methods, Wi-Fi indoor positioning includes geometric rang-
ing localization and fingerprint localization. Geometric ranging localization primarily
calculates the distance between the target and the base station by relying on the character-
istic of wireless signal attenuation with increased transmission distance. Faced with the
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complex multipath environment indoors, conventional channel attenuation models strug-
gle to accurately describe the relationship between signal characteristics and distance [15].
Additionally, while ranging models based on Time of Flight (TOF), Time Difference of Ar-
rival (TDOA), and Round Trip Time (RTT) have their advantages, they often face challenges
with clock synchronization and clock drift [4,9]. Despite the introduction of some coun-
termeasures, they often have higher computational complexity compared to fingerprint
localization [16–18]. Fingerprint-based localization methods have received widespread
attention due to their simple deployment and effective positioning results [4]. FIFS [19]
is the first fingerprint localization system to adopt CSI, obtaining superior positioning
performance to RSS by averaging the CSI amplitudes of multiple antennas. Wang and
colleagues [20] applied deep learning to CSI fingerprint localization, proposing the DeepFi
system. Subsequently, a fingerprint localization system specifically for the CSI phase,
named PhaseFi, was introduced [21]. Then, due to hardware defects of the devices, CSI
phase information experiences substantial fluctuations, affecting the accuracy of localiza-
tion [19]. Therefore, we choose CSI amplitude as the location fingerprint information.

In recent years, machine learning has gained popularity in indoor localization, with
support vector machines standing out for their strong generalization on small samples
and high-dimensional nonlinear data [22]. Numerous researchers have estimated target
locations by constructing Support Vector Regression (SVR) models [23–25]. Given the
performance of SVR is influenced by hyperparameters, many studies have focused on the
selection of these hyperparameters. Ref. [26] employed the Particle Swarm Optimization
Algorithm (PSO) to finetune SVR parameters, yielding discernible enhancements in a
navigation system’s positioning accuracy. In a parallel approach, ref. [27] harnessed an
Adaptive Genetic Algorithm (GA) for the adaptive selection of SVR hyperparameters within
a ZigBee fingerprint localization framework, achieving results that outstripped those of
PSO-SVR. Delving further, ref. [28] unveiled a localization model for SVR and optimized
using a cuckoo search, addressing the bottlenecks of slow convergence and susceptibility
to local minima found in analogous algorithms. This model’s robustness, enhanced by the
cuckoo algorithm, was empirically validated using a public Wi-Fi dataset. In a recent study,
ref. [29] used a sparrow search algorithm combined with enhanced logistic chaotic mapping
to optimize SVR, comparing its performance to GA-SVR and PSO-SVR, highlighting its
stability and precision. In the aforementioned studies on indoor localization using SVR,
one-dimensional regression is adopted, that is, the X and Y coordinates of the target point
are predicted separately. This method requires the training of two regression models, which
is less efficient. In contrast, Multi-Output Support Vector Regression is able to predict
two coordinates at the same time, which greatly improves the efficiency of the localization
system, but fewer studies have been conducted for MSVR fingerprint localization.

In radio frequency localization technology, signals are often subject to interference
from various environmental and equipment factors, leading to the possible presence of
noise in the collected data. Therefore, signal denoising, as a preprocessing step, is crucial
for enhancing the overall quality of data and the accuracy of localization. Over the past
decade, multiple denoising strategies for CSI have been proposed. Refs. [22,30,31] employ
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) to reduce noise
in CSI. Ref. [32] utilizes wavelet domain methods to process the original CSI amplitudes,
employing db6 wavelet to decompose the original signal and removing related components
based on the principle of extremum threshold. The signal is then reconstructed to obtain
the denoised signal. Ref. [33] uses OPTICS with anomaly factors to eliminate outliers
and then employs a Chebyshev low-pass filter to remove high-frequency noise. Since CSI
contains fine-grained and diversified information, it has high dimensions, easily leading to
the curse of dimensionality when constructing location fingerprints. Feature extraction can
enhance fingerprint localization performance with minimal information loss. Reference [34]
advocated the use of principal component analysis (PCA) and linear discriminant analysis
(LDA) to distill pertinent data features and pare down dimensionality, thereby achieving a
notable boost in localization accuracy post processing. Using a unique approach, ref. [35]
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introduced a dimensionality reduction algorithm for CSI-MIMO localization, incorporating
locally linear embedding for regularization. This ensured the data’s inherent structure was
preserved even after its projection to a lower-dimensional space. Using signal processing
techniques, ref. [36] used the discrete wavelet transform for CSI feature extraction and
applied LDA to remove redundant data and noise. In another significant contribution,
ref. [37] used Isometric Feature Mapping (Iso-map) to extract the manifold information of
CSI data, effectively simplifying it. Experiments confirmed this technique outperformed
traditional PCA-based methods in dimensionality reduction.

Based on the aforementioned research, in this work, we propose the use of Multi-
Output Support Vector Regression (MSVR) to replace standard SVR for indoor fingerprint
localization based on CSI amplitude. The contributions of this paper are as follows:

1. In the data preprocessing phase, an improved DBSCAN clustering algorithm is pro-
posed for denoising CSI amplitude, and autoencoders are used for feature extraction.
These methods’ effectiveness is demonstrated compared with the standard DBSCAN
and PCA algorithms.

2. We employ MSVR for CSI fingerprint localization to bridge the gap in localization
efficiency of SVR, and to our knowledge, this is the first time MSVR has been applied
in CSI localization.

3. An improved hybrid optimization algorithm, IPSOGWO, is proposed to adjust the
hyperparameters of MSVR to obtain globally optimal parameters. Compared to the
unimproved PSOGWO algorithm, the adjusted model can achieve optimal performance.

4. The superiority of the proposed method is proven by comparing several domestic
and international methods in two scenarios.

The rest of this paper is organized as follows: Section 2 introduces the basic principles
of CSI, ADBSCAN, and autoencoders; Section 3 presents the construction of the improved
Hybrid Optimization MSVR Localization model; Section 4 introduces the experimental
environment and results analysis; Section 5 presents the discussion and conclusions.

2. Framework and Methodologies
2.1. Systems Framework

This article introduces an improved Hybrid Grey Wolf Particle Swarm Optimization
Multi-Output Support Vector Regression (IPSOGWO-MSVR) indoor localization algorithm,
as Figure 1 illustrates. Firstly, we utilize the Intel 5300 network interface card to obtain
CSI information from Wi-Fi signals. To achieve this goal, we require the support of the
Ubuntu 14.04 LTS system and CSI-tools [38] driver program. By enabling the debugging
mode on the Intel 5300 network card through CSI-tools, we allow the NIC to report CSI
to the main storage. Secondly, we preprocess the collected CSI binary files, including
data parsing, denoising, and feature extraction, to mitigate the impact of environmental
noise and redundant information on localization results. Subsequently, we construct a CSI
location fingerprint database and input it into the PSOGWO-MSVR model for training. The
globally optimal parameters obtained from the training are then passed to the online phase,
ultimately outputting the optimized model’s localization results.
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2.2. Channel State Information

Channel state information (CSI) characterizes the properties of a communication link
and falls under the physical layer information of wireless communication protocols. It is
employed to describe the fading factor of the signal across each transmission path [39].
When the receiver converting the signal Y transmitted from the sender, the system model
in the frequency domain can be expressed as:

Y = HX + W (1)

where X is the set of transmit signals, W is the additional Gaussian white noise matrix, and
H is the channel transfer matrix, i.e., the CSI matrix:

H = [H1, H2, · · · , Hm] (2)

According to the IEEE 802.11n/ac standards, when operating at a 20 MHz bandwidth,
the Intel 5300 NIC can extract data from 30 subcarriers for each transmit-receive link. Each
received H is a complex value, which can be expressed as:

Hi = |Hi|ej sin(∠Hi) (3)

where |Hi| and ∠Hi represent the amplitude and phase information of the i-th subcarrier,
respectively. The equipment used in this paper has 2 transmitters and 3 receiver segments,
so the data contain 180 subcarriers.

2.3. Noise Reduction

As a popular CSI noise reduction algorithm, DBSCAN clusters objects based on their
density in the dataset, identifying anomalies. In the DBSCAN algorithm, we need to pre-
set two parameters: the neighborhood radius ε and the density threshold minPts. These
parameters generally rely on empirical values [30,40]. However, inappropriate selection
of these parameters can impact the noise reduction effect. By analyzing data samples’
structural properties, we introduce A-DBSCAN, a method that adaptively determines
parameters for noise reduction. The pseudo-code for Algorithm 1 is as follows:
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Algorithm 1: 2–3 uses A-DBSCAN to remove CSI noise

Input: Amplitude information X of a single R-T link, iteration count of K
Output: Denoised amplitude X*

1. for i← 1 to K do
2. D← Compute Euclidean Distance Matrix(X);
3. ε← Compute Average Distance For INearestNeighbors(D, i);
4. MinPts← round(Average Number of Points Within Epsilon(D, ε));
5. clusters← DBSCAN(X, ε, MinPts);
6. end for
7. count← 1; sequence Length← 10; current Number← results [1]; best K← NULL;
8. for i← 2 to length (results) do;
9. if results[i] = current Number then
10. count← count + 1;
11. else
12. count← 1; current Number← results[i];
13. end if
14. if count = sequence Length then
15. best K← i-sequence Length + 1;
16. end if
17. end for
18. clusters← DBSCAN (X, ε derived from best K, MinPts derived from best K);
19. Replace noise data in X with average of the remaining data to get X*;
20. return X*;

2.4. Feature Extraction

The original CSI data have high dimensionality and contain a large number of re-
dundant components as well as some valid information. Its direct use for localization can
consume excessive computational resources. Furthermore, this approach may affect the
localization accuracy. Although PCA is a popular dimensionality reduction method, it is
not suitable for complex nonlinear data. In this paper, an autoencoder is used for feature
extraction. An autoencoder, an unsupervised neural network model, aims to compress
input information, extracting most of the original data content while reducing its dimen-
sionality [41]. A simple autoencoder structure consists of an encoder and a decoder. As
shown in Figure 2.
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Assuming an input vector x ∈ Rd, an encoded vector z ∈ Rd′, and an output vec-
tor x′ ∈ Rd, the encoding and decoding processes of the autoencoder can be described
as follows:

z = ψ(wencoder × x + bencoder) (4)

x′ = ψ(wdecoder × z + bdecoder) (5)



Appl. Sci. 2023, 13, 12167 6 of 20

Let ψ denote a nonlinear activation function. In this paper, we employ the hyperbolic
tangent function as the activation function for both input and output layers with the
following expression:

tanh(x) =
ex − e−x

ex + e−x (6)

The terms wencoder ∈ Rd′×d and bencoder ∈ Rd′ signify the weights and biases of
the encoding layer, respectively. Within the decoding layer, the network endeavors to
reconstruct the d′-dimensional data back into d-dimensional form. Here, wdecoder ∈ Rd×d′

and bdecoder ∈ Rd stand for the weights and biases of the decoding layer. The autoencoder
utilizes the conventional backpropagation algorithm for weight updates, With the objective
of minimizing the root-mean-square error between the input and output, i.e.,

L(x− x′) = ‖x− x′‖2 (7)

When the total losses are minimized, i.e.,

L =
1
n

n

∑
i
(‖x− x′‖2) (8)

where n is the number of samples, at which point z emerges as the optimal feature repre-
sentation of the input data.

3. Improved Grey Wolf Particle Swarm Hybrid Optimization MSVR Localization
Model Construction
3.1. Multi-Output Support Vector Regression

Traditional SVR methods for fingerprint localization require modeling and prediction
for each dimension separately. This approach is not only inefficient but also overlooks
potential connections between outputs. To surmount these limitations, ref. [42] expanded
the one-dimensional SVR to handle multi-dimensional outputs, seeking to address more
complex challenges found in real-world engineering scenarios. In this study, for training
the MSVR algorithm, we use both x and y coordinates of the reference points as well as
the gathered signal features. The goal is to construct a regression model that surpasses the
traditional SVR in both localization accuracy and localization efficiency.

Let the training sample be denoted as S = {(xi, yi)|i = 1, 2, · · · , K}, where
xi ∈ RM, yi ∈ RN , M, N, and K represent the dimensions of the input signal features,
the dimensions of the output reference point coordinates, and the number of samples, re-
spectively. The relationship between the reference point coordinates and the signal features
can be described as:

y = PTφ(x) + B =


wT

1 φ(x1) + b1
wT

2 φ(x2) + b2
· · ·
wT

Nφ(xN) + bN

 (9)

In the equation, φ(·) represents the nonlinear mapping in the high-dimensional space,
while P = [w1, · · · , wj, wN ] and B = [b1, · · · , bj, bN ] are the weight vector matrix and bias,
respectively. The MSVR algorithm substitutes the L1 norm in the traditional single-output
SVR’s loss function with an L2 norm, which is given by:

L(u) =
{

0 u < ε

(u− ε)2 u > ε
(10)
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where L(u) represents the loss function defined on the hypersphere, with ε being the
insensitivity loss domain on the hypersphere. ui = ‖ei‖ =

√
ei

Tei, ei = yi − Pφ(xi)− B. In
the case of multi-output regression, Equation (4) is equivalent to the following constraints:

minL(P, B) =
1
2

N

∑
i=1

∥∥wj
∥∥2

+ C
K

∑
i=1

L(ui) (11)

where C is the regularization constant, and L represents the ε-insensitive loss function. By
introducing the Lagrange multipliers λi, we obtain the Lagrangian function as:

L(P, B) =
1
2

N

∑
i=1

∥∥wj
∥∥2

+ C
K

∑
i=1

L(ui)−
K

∑
i=1

λi(ui
2 − ‖yi − Pφ(xi)− B‖2) (12)

As the function resides at an extremum, the partial derivatives of L(P, B) with respect
to p, u, λ, b are zero, leading to:[

φTDαφ + I φTα

αTφ ITα

][
wj
bj

]
=

[
φTDαyj

αTyj

]
(13)

where φ = [φ(x1), · · · , φ(xK)]
T , Dα = diag(α1, · · · , αK), α = [α1, · · · , αK]

T , I = [1, · · · , 1]T .
Expressing wj as a linear combination of samples in the feature space, i.e., wj = ∑ φ(xi)β

j
i =

φT βj, and substituting into Equation (13), we obtain the following expression:[
K + D−1

α I
αTK ITα

][
βj

bj

]
=

[
yj

αTyj

]
(14)

where K = Kij = φT(xi)φ(xj) is a kernel function. Research has shown that, in the
absence of prior knowledge, the use of the radial basis kernel function to map data from
a low-dimensional space to a high-dimensional space yields promising results [43]. The
expression is given as follows:

Kij = exp(−
∥∥xi − xj

∥∥2

2σ2 ) (15)

By iteratively determining β =
[
β1, · · · , βK], the output coordinates can be ex-

pressed as:
y = φT(x)φ(x)β = Kijβ (16)

From our derivation, it is clear that MSVR’s regression performance depends on three
hyperparameters: the regularization constant C, the insensitivity loss coefficient γ, and the
kernel function radius σ. Consequently, we use intelligent optimization algorithms to find
the optimal values for these parameters: C, γ, and σ.

3.2. Grey Wolf Optimization Algorithm

The Grey Wolf Optimization (GWO) algorithm draws inspiration from the predatory
behavior and social hierarchy observed in grey wolves [44]. Figure 3 depicts this societal
structure of a wolf pack. At the pinnacle are the αwolves, who lead the pack in hunting and
decision-making. The βwolves form the second tier, supporting and assisting the αwolves
in their endeavors. Next in the hierarchy are the δ wolves, responsible for transmitting the
decisions of the higher-ranking wolves. Finally, theωwolves, situated at the lowest tier,
follow the commands of the other members. This collaborative structure enables the wolf
pack to effectively carry out its hunting activities.
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The primary objective of the Grey Wolf Optimization algorithm is to obtain the optimal
solution for parameters, analogous to capturing prey. Therefore, before the hunt begins, the
wolf pack first determines an approximate location of the prey, followed by encirclement.
The mathematical model for this behavior is expressed as:

d =
∣∣C×Xp(i)−Xg(i)

∣∣ (17)

Xg(i + 1) = Xp(i)−A× d (18)

In the equation above, Xp(i) and Xg(i) denote the positions vectors of the prey and
the grey wolf at the i-th iteration, respectively. d is the distance between them, while A and
C are coefficient vectors, which are determined as follows:

A = 2a · r1 − a
C = 2r2
a = 2(1− i/Imax)

(19)

where r1 and r2 are random vectors within [0, 1], Imax represents the maximum number of
iterations, and a decreases linearly from 2 to 0 as the number of iterations increases. Once
the wolves complete their encirclement of the prey, they initiate an attack. Depending on
the prey’s location, the positions of the grey wolves at all hierarchical levels will adjust.
The specific updated strategies are as follows:

dα =
∣∣C1 ×Xα(i)−Xp(i)

∣∣
dβ =

∣∣C1 ×Xβ(i)−Xp(i)
∣∣

dδ =
∣∣C1 ×Xδ(i)−Xp(i)

∣∣ (20)


X1(i) = |Xα(i)−A1 × dα|
X2(i) =

∣∣Xβ(i)−A2 × dβ

∣∣
X3(i) = |Xδ(i)−A3 × dδ|

(21)

X(i + 1) =
X1(i) + X2(i) + X3(i)

3
(22)

Using Equation (20), the distances of other wolves from α, β, and δ are calculated.
Equation (21) determines the moving directions of the remaining grey wolf individuals.
Their positions are then updated according to Equation (22). As the iterations proceed,
the wolf pack eventually completes the hunt, with the final position of the α wolf signi-
fying the optimal parameters. Figure 4 illustrates the optimization process of the Grey
Wolf algorithm.
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3.3. The IPSOGWO Model
3.3.1. Improved Tent Chaos Mapping

The efficacy of intelligent swarm algorithms is largely influenced by the spatial dis-
tribution of the population after initialization. However, traditional GWO algorithms
randomly generate the initial population, which may not ensure a uniform distribution in
the search space. To address this, we suggest employing chaotic mapping for the initial
population generation of grey wolves. The Tent map, while effective in chaotic sequences,
grapples with issues such as indeterminate periodic points [45]. Given that the initial
population should exhibit a thoroughly randomized nature, we incorporate a random
variable r/N into the traditional Tent map. The modified expression for the Tent map is
presented below:

xi+1 =

{
2xi + r/N xi ∈ [0, 0.5]
2(1− xi) + r/N xi ∈ (0.5, 1]

(23)

where N is population size, and r is random number within [0, 1]. The chaotic values can be
obtained through Equation (23), which is then mapped to the population search space, i.e.,

yi = lb + xi × (ub− lb)

st.

{
yi = ub yi > ub
yi = lb yi < lb

(24)

In the above equation, ub and lb refer to the upper and lower bounding ranges of the
grey wolf location, respectively. Figure 5 displays the distribution after Tent mapping. The
original Tent mapping tends to cause a pile-up phenomenon in certain areas, while the
improved Tent mapping distributes points more uniformly.
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3.3.2. Improved Location Updating Strategy

In the grey wolf optimization algorithm’s position update process, the method focuses
on information exchange between individual wolves and the population. It neglects each
wolf’s relationship with its historical position. Ref. [46] introduced an enhanced GWO
algorithm that incorporates concepts from Particle Swarm Optimization. The position
update strategy for the wolves in this hybrid algorithm is as follows:

Xi(i + 1) = c1r3(w1X1(t) + w2X2(t) + w3X3(t)) + c2r4(Xibest −Xi(i)) (25)

In Equation (25), c1 is the social learning factor and c2 is the cognitive learning factor.
These values respectively indicate how the individual’s best experience and the swarm’s
best value influence the algorithm’s search direction. Both r3 and r4 are random variables
within [0, 1]. Xibest denotes the historically best position that a particular wolf has encoun-
tered. The terms w1, w2, and w3 adjust the weights of α, β, and δ to help the algorithm
avoid local optima. They are determined by the following equation:

w1 = |X1|
|X1+X2+X3|

w2 = |X2|
|X1+X2+X3|

w3 = |X3|
|X1+X2+X3|

(26)

Incorporating concepts from Particle Swarm Optimization has undoubtedly improved
the algorithm’s optimization capabilities. However, the authors in [46] assigned constant
values to c1 and c2. They neglected that the weights of the learning factors should adjust
dynamically with each iteration. To address this, our study introduces a grey wolf position
update strategy with adaptive learning factors. Instead of being fixed, the modified learning
factors c1 and c2 adjust complementarily: as c1 decreases, c2 increases. This method ensures
a balance between global search capability and enhanced local search ability. The equation
is presented as follows: {

c1 = c1(max)− (c1(max)−c1(min))·i
I

c2 = c2(min) + (c2(max)−c2(min))·i
I

(27)

Substituting this into Equation (25) yields the final position updated equation.

3.3.3. IPSOGWO-MSVR Positioning Model

The whole process of localization of the IPSOGWO-MSVR algorithm proposed in this
paper is as follows:

Step 1 involves initializing algorithm parameters: setting the population size to 30, the
number of iterations to 250, C to 0.1–100, γ to 0.01–100, σ to 0.01–1, social learning factors
c1(max) and c2(max) to 2.05, and cognitive learning factors c1(min) and c2(min) to 1.1.

Step 2 involves generating the initial population based on the improved Tent mapping,
while simultaneously calculating the fitness values of the population individuals. The grey
wolf ranks are determined by the three highest fitness values. The root-mean- square error
is chosen as the fitness function for parameter optimization in this article:

RMSE =

√
∑K

i=1 (∑
N
j=1 (yi,j − ỹi,j)

2)

K
(28)

where y and ỹ represent the actual coordinates and the coordinates predicted by the model,
respectively.

Step 3 involves calculating and updating A and C according to Formula (19) and
updating the positions of the grey wolves according to Formula (25). The fitness values are
then recalculated, and the grey wolf ranks are updated.
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Step 4 is the termination criterion. The algorithm terminates once it reaches the
maximum number of iterations, returning the globally optimal parameter combination (C,
γ, σ). Otherwise, steps 2–4 are repeated.

Step 5 involves the MSVR conducting five-fold cross-validation training on the database
according to the optimal parameter combination, outputting the optimal model, and pre-
dicting the target location based on the fingerprints during the online phase.

The specific process is depicted in the following Figure 6.
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4. Experiments and Results Analysis
4.1. Data Collection

We selected two areas under LOS (line of sight) scenarios for the experiments. The
first experimental scenario has an area of approximately 9 × 4 m2, with 50 reference points
and 15 test points, totaling 65 points. In Figure 7a, reference points are represented by
blue solid circles, and test points by green triangles. The reference points are 1 m apart,
with the bottom-left corner as the coordinate origin, defining coordinates for each point.
The second experimental scenario is a narrow corridor area, measuring approximately
20.4 × 2.4 m2, with 30 reference points and 15 test points selected, totaling 45 points. In
Figure 7b, reference points are denoted by stars and test points by crosses. A Xiaomi 4C
router is used as the access point (AP). A Dell Inspiron 3543 laptop, equipped with an Intel
5300 network card and version 4.2 of the CSI-tools software, serves as the data collection
platform. It runs on the Ubuntu 14.04 LTS operating system. The AP is positioned at a
height of 0.5 m above the ground, and the data collection platform at a height of 0.8 m, with
both devices located approximately 1.5 m outside the experimental area. The collection
frequency is set to 10 Hz, with the experimenters standing still at each point for 20 s,
collecting 200 samples. Table 1 shows the detailed parameters of the transmitting and
receiving devices.
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Table 1. Configuration parameters of experimental equipment.

Specifications Transmitter Receiver

Network Standard IEEE 802.11 b/g/n
Maximum Transmission Rate 300 Mbps

Operating Band 2.4 GHz
Number of Antennas 4 3

MIMO Mode 2 × 2 MIMO 2 × 3 MIMO

4.2. Comparison of Preprocessing Methods

To verify the effectiveness of the improved denoising algorithm, we apply A-DBSCAN
denoising to 180 subcarriers, calculate the variance of each subcarrier after denoising,
and compare it with the variance of the original data and the variance after standard
DBSCAN denoising. As Figure 8 shows, after executing the A-DBSCAN algorithm for
denoising, the variance of the CSI subcarriers is significantly reduced. The dashed line in
Figure 8 represents the average variance of the 180 subcarriers, where A-DBSCAN is 1.343,
outperforming the standard DBSCAN’s 1.450 and the original data’s 1.531, proving that the
A-DBSCAN algorithm can effectively remove the noise from the original CSI amplitude.
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We take the noise-reduced CSI amplitude as input and use AE for dimensionality
reduction. In our tests, the error from the 20-dimensional features extracted by AE was only
0.15%. This result shows that the extracted low-dimensional features already contain most of
the relevant information. Therefore, we choose 20-dimensional data to construct fingerprints.

To assess the performance of our dimensionality reduction technique, we juxtaposed it
with two well-established methods, PCA and KPCA. We subjected the CSI amplitude data,
gathered during the offline phase, to each of these three methods. Using the dimensionally
reduced feature sets combined with the coordinates of reference points, we formulated
position fingerprints Fi = {(Pi, (xi, yi)}, where P =

{
p1, · · · , pj

}
stand for the reduced

feature sets with components, while (xi, yi) signifies the position label. We used these
fingerprints to create a database. Subsequently, data procured during the online phase
were processed similarly, with positioning executed using the KNN algorithm. Table 2
provides the parameter settings for the three dimensionality reduction methods used in the
experiments of this paper.

Table 2. Parameters chosen for the three dimensionality reduction algorithms.

Reduction Algorithms Parameters Value

AE

Coding dimension 20
Iterations 200

Activation functions (encoding and
decoding layers) tanh

Adam optimizer learning rate 0.01
Loss function MSE

PCA Variance explained/number of
principal components 99%/74

KPCA
Kernel function RBF

Variance explained/number of
principal components 99%/110

Figure 9 shows the positioning results from which we observe that the root-mean-
square error (RMSE) for the KNN algorithm is consistently highest when using data without
dimensionality reduction, regardless of the chosen value for K. Specifically, when K = 3
(where the KNN algorithm performs optimally), the RMSE value for the unprocessed
data is 1.95 m. For data processed with the three dimensionality reduction techniques,
the values are 1.73 m, 1.65 m, and 1.81 m, respectively. This demonstrates that using
dimensionality-reduced data provides better positioning accuracy compared to the direct
use of raw data.
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Theoretically, CSI data are understood to exhibit a high degree of nonlinearity, sug-
gesting that nonlinear dimensionality reduction methods might offer better results. Yet,
according to this study’s outcomes, the KPCA algorithm consistently underperforms
compared to PCA, both in dimensionality reduction and positioning phases. Such under-
performance could stem from the tendency of nonlinear kernels to over-fit, which in turn
affects the overall performance. Furthermore, the selected kernel parameters might not be
the most suitable. On the other hand, the autoencoder, another nonlinear dimensionality
reduction method, showcased the best results in our tests. This implies that employing
this approach to process raw CSI data can effectively diminish data complexity, thereby
boosting the system’s operational efficiency and positioning accuracy.

4.3. Comparison with Similar Location Methods

To evaluate the performance of the IPSOGWO-MSVR localization algorithm, we
compare it with three methods. These methods are GWO-SVR, GWO-MSVR, and a hybrid
optimization algorithm without improvements, which we refer to as normal-PSOGWO-
MSVR. The preset parameters for the different methods are consistent with IPSOGWO-
MSVR, as Section 3.3.3 describes. After 250 iterations of training, Figure 10 illustrates the
RMSE trends of the four methods in the two scenarios.
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As Figure 10 shows, the RMSEs of the GWO-SVR and GWO-MSVR algorithms are
relatively high in both scenarios after the iterations have converged. Specifically, their
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values are 0.747, 0.613, and 0.654, 0.592 for the two scenarios, respectively. This indicates
that whether it is SVR or MSVR, the efficiency of using a single algorithm for parameter
optimization is low. Moreover, it is prone to falling into local optima and cannot escape.
However, the RMSEs of the two algorithms reveal that MSVR’s predictions are superior
to SVR’s. A smaller RMSE indicates that the predicted target points by the algorithm are
closer to the actual values. This also demonstrates that using MSVR in place of SVR as
a localization algorithm is feasible. From the convergence curves in both scenarios, the
post-convergence RMSEs of IPSOGWO-MSVR and normal-PSOGWO-MSVR algorithms
are notably lower than those utilizing single optimization methods. Specifically, they are
0.232, 0.43, and 0.377, 0.508, respectively. However, the local search capability of normal-
PSOGWO-MSVR is not as good as that of IPSOGWO-MSVR, with the latter being able
to escape local optima to achieve a smaller RMSE. It can be concluded from the figure
that IPSOGWO-MSVR has stronger optimization capabilities. Table 3 shows the optimal
parameter combinations of the four models in the two scenarios.

Table 3. Configuration of initialization parameters and optimal parameter combinations.

Scenarios Value C σ γ

Scenarios 1

GWO-SVR 0.1 0.1 0.04
GWO-MSVR 0.1 0.1 0.66

IPSOGWO-MSVR 0.1 11.8 0.23
Normal-PSOGWO-MSVR 0.1 9.7 0.62

Scenarios 2

GWO-SVR 0.3 0.1 0.05
GWO-MSVR 0.2 0.1 0.71

IPSOGWO-MSVR 0.2 8.1 0.47
Normal-PSOGWO-MSVR 0.3 7.5 0.86

The optimal hyperparameter combinations determined by each of the four methods
were applied to the model training, and then the data collected during the localization
phase were pre-processed in the same way before being input into the model to obtain the
final prediction results, as Figures 11 and 12 show.
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Figures 11 and 12 show that the improved PSOGWO-MSVR algorithm outperforms
the other three in both scenarios. In Scenario 1, the prediction results of most of the test
points are close to the real position and evenly distributed. In Scenario 2, the average
RMSE of the 15 test points for the four algorithms are as follows: 2.05 m, 1.99 m, 1.62 m,
and 1.12 m. Notably, the RMSE of the improved PSOGWO-MSVR remains below 1.5 m.
It can be seen that the localization model constructed by Multi-Output Support Vector
Regression is more accurate relative to the single-output regression model. This is because
the multi-output model considers the intrinsic connection between output variables. It
treats errors holistically during training, achieving an optimal fit for each component. In
contrast, the single-output model handles each component’s output separately, amplifying
errors upon combination and reducing localization accuracy.

4.4. Comparison of Advanced Positioning Techniques

We compare the IPSOGWO-MSVR algorithm with FIFS, C-map, and LCAF. This is
because they all solely use CSI amplitude as the fingerprint for localization. The detailed
processing procedures of the comparison methods can be found in [19,47,48]. Table 4
presents the error statistics for the four localization methods in two experimental scenarios.

Table 4. Comparison of root-mean-square errors across four methods.

Scenarios Method Maximum
Error (m)

Minimum
Error (m)

Mean
Error (m)

Scenario 1

FIFS 2.61 0.47 1.50
C-map 2.07 0.18 1.03
LCAF 2.21 0.36 1.24

PSOGWO-MSVR 1.35 0.11 0.59

Scenario 2

FIFS 3.27 0.42 2.20
C-map 2.44 0.33 1.34
LCAF 2.56 0.32 1.58

PSOGWO-MSVR 1.92 0.41 1.12

Table 4 shows that in Scenario 1, the average localization error of the algorithm
proposed in this paper is 0.59 m. Compared with FIFS, C-map, and LCAF algorithms,
the average localization accuracy is improved by 60.7%, 42.7%, and 52.4%, respectively.
In Scenario 2, the average localization error of the algorithm proposed in this paper is
1.12 m, with accuracy improvements of 45.4%, 29.1%, and 16.4% compared to the other
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three algorithms, respectively. We also note that the overall localization accuracy in Scenario
2 is lower than in Scenario 1, with the error rates of various algorithms respectively
increasing by 46.7%, 30%, 27.4%, and 89.8%.

Figure 13 shows the localization cumulative probability distribution function (CDF) of
the four methods in two scenarios. In Scenario 1, with an error threshold of 1 m, the CDF
value for IPSOGWO-MSVR is 80.3%. In comparison, FIFS, LCAF, and C-map have values
of 17.3%, 26.8%, and 47%, respectively. This indicates that the majority of our algorithm’s
localization errors are less than 1 m. In Scenario 2, with a threshold of 1.5 m, FIFS, LCAF, and
C-map report CDF values of 29.5%, 42%, and 62.9%, respectively. Meanwhile, IPSOGWO-
MSVR achieves 79.8%. From the error statistics and CDF comparison, our proposed
IPSOGWO-MSVR algorithm outperforms the other three methods.
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5. Discussion and Conclusions
5.1. Discussion

Through the experimental results in Section 4.3, it is clear that MSVR can effectively
improve the localization accuracy compared with SVR regression. Meanwhile, the im-
proved IPSOGWO algorithm reduces the average localization error by 26.1% and 30.9%
in the two scenarios compared to the standard PSOGWO algorithm. This indicates that
the improved algorithm can find the optimal grey wolf individuals in iterations, providing
globally optimal parameters for MSVR. The experimental results in Section 4.4 show that
the performance of the IPSOGWO-MSVR algorithm is still the best among the four methods,
but we notice that the error of the IPSOGWO-MSVR algorithm rises more after switching
from Scenario 1 to Scenario 2. We analyze that a possible reason for the increased error
is the greater distance between the transmitter and receiver devices in Scenario 2. Addi-
tionally, the signal carries more ambient noise after reflecting from the multipath, affecting
the model’s localization performance, indicating that our algorithm’s ability to resist the
multipath is still relatively weak. In our next study, we will focus on the modeling of the
localization performance of the model and work on improving its stability, incorporating
more advanced noise reduction and feature extraction techniques.

Furthermore, the practical implications and applicability of the IPSOGWO-MSVR algo-
rithm can be extended to various real-world scenarios. In healthcare settings, for instance,
the algorithm’s ability to accurately track the movement of patients or devices within a
hospital, while ensuring privacy, is paramount. The incorporation of CSI information
allows for precise localization without necessitating patients to carry any device, ensuring
comfort and privacy. In industrial settings, the IPSOGWO-MSVR algorithm stands out
for its noise resistance, making it ideal for tracking assets and managing the workforce
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with high accuracy and reliability. Its enhanced precision ensures real-time tracking with
minimal errors, boosting safety and efficiency.

For other wireless technologies, such as LoRa, BLE, and Zigbee, we have not conducted
practical tests and may need to make adjustments considering the potential applications
of the algorithm. For example, LoRa and Zigbee have low data transmission rates and
need to consider the problem of signal delay. For BLE, our algorithms may be directly
applicable, but signal interference and multipath issues need to be considered. In addition,
this paper does not use the deep learning-based approach. This is because the approach
requires a large amount of data training to achieve better results. We will further consider
these aspects in our future research and conduct practical tests to verify the performance of
our algorithm.

The long-term stability of our model is a critical aspect that we have thoroughly
considered. The performance of fingerprint localization is inherently influenced by the
dynamic nature of indoor environments. Factors like room layout, temperature, and
humidity can significantly impact the signal propagation and, subsequently, the localization
accuracy. For instance, when testing the model under varying temperature and humidity
conditions, we observed a fluctuation in RMSE of 15%. This underscores the need for
adaptive mechanisms to maintain optimal performance over time. One promising approach
to mitigate these challenges is the integration of crowdsourcing techniques. By continuously
gathering and integrating data from a diverse set of sources, the model can be dynamically
updated to adapt to the evolving conditions of the indoor environment. Our future work is
dedicated to further enhancing the model’s long-term stability, making it a reliable solution
for a broader range of applications and scenarios.

5.2. Conclusions

In this paper, we propose a novel IPSOGWO-MSVR indoor localization algorithm. It
centers on position regression using MSVR and combines adaptive clustering and an au-
toencoder to process the raw CSI amplitude. Additionally, to further optimize performance,
we introduce a hybrid optimality-seeking algorithm for parameter tuning. The results show
that compared to the SVR algorithm, MSVR reduces the RMSE by 32% and 45.4% in the two
scenarios, and has higher localization stability. In addition, our hybrid optimization search
strategy successfully avoids falling into local optima and the training phase converges to
the minimum RMSE at the 89th and 79th iterations, respectively. In Scenario 1, the optimal
combination for the algorithm is(.1, 11.8, 0.23), while in Scenario 2, the optimal combination
is (0.2, 8.1, 0.47). Compared to current methods, our proposed method demonstrates clear
advantages. In order to further improve the practicality and efficiency of the system, future
research will focus on reducing the construction time of the fingerprint library, improving
the speed of fingerprint matching, and exploring other optimization strategies. Also, given
the challenges of data collection in practical applications, we plan to explore the use of
mobile devices such as the Nexmon testbed for data collection.
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