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Abstract: This research assesses facial emotion recognition in depressed patients using a novel dy-
namic virtual face (DVF) collection. The participant sample comprised 54 stable depressed patients
against 54 healthy controls. The experiment entailed a non-immersive virtual reality task of recogniz-
ing emotions with DVFs representing the six basic emotions. Depressed patients exhibited a deficit in
facial affect recognition in comparison to healthy controls. The average recognition score for healthy
controls was 88.19%, while the score was 75.17% for the depression group. Gender and educational
level showed no influence on the recognition rates in depressed patients. As for age, the worst results
were found in older patients as compared to other cohorts. The average recognition rate for the
younger group was 84.18%, 78.63% for the middle-aged group, and 61.97% for the older group, with
average reaction times of 4.00 s, 4.07 s, and 6.04 s, respectively.

Keywords: facial affect recognition; depression; virtual reality; human avatars

1. Introduction

Depressive disorders have become a common worldwide cause of disability [1], strik-
ing more than 300 million individuals; their prevalence has been reported in the general
population of about 20 percent at least once in their lifespan [2]. New studies have reported
current data about the mental health of populations, which has been hit hard by the impact
of the coronavirus disease 2019 (COVID-19) crisis across the world, mainly in terms of
depression, anxiety, and stress [3,4]. In this way, a meta-analysis of 14 studies was recently
conducted with a total sample size of 44,531 people, in which a prevalence of 33.7% was
reached for depression, making evident the vulnerability of the population to this mental
disease [5].

This study deals with emotional processing, which is described as the skills of iden-
tifying, facilitating, regulating, understanding, and managing emotions [6,7]. Emotional
processing is further divided into three domains: emotional understanding and emotional
management, both classified as higher-level perceptual processes, and emotional facial
recognition, which is categorized at a lower level [8]. Emotional facial recognition is
described as the identification and categorization of emotional states through facial expres-
sions and/or non-facial cues, such as voice [9]. This may be considered the initial and most
elementary stage of the entire process involved in social cognition.

In clinical practice, deficit findings on emotion recognition in patients with depression
are considered of great relevance, since they consist of not just some descriptive data but can
also give clinicians a promising pathway to rehabilitation. In this line, a recent systematic
review by our research team, who studied interventions aimed at improving psychosocial
functioning in patients with major depressive disorder (MDD), showed positive results
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for emotional processing and attributional style training both in behavioral and neural
studies [10]. Meta-analytic and review studies in this field [11–13] conclude the presence of
interpretation biases as a mediator of performance on emotion recognition in depressed
patients; they also highlight the heterogeneity of the methodology as an important factor
that makes it difficult to obtain valid and reliable conclusive results (samples, emotion
recognition tasks, or statistical analysis).

The increased focus on social cognition and, specifically, on facial emotion recognition, is
driving researchers towards the development of diverse assessment frameworks. In recent
years, virtual reality (VR) has gained prominence with the recreation of controllable situations
in near-real environments [14–17]. This has allowed for new computerized interventions
and assessment tools targeting mental disorders of easier accessibility and higher ecological
validity. Therefore, VR has become an attractive tool for clinical practice [18–24]. Interestingly,
the more recent meta-analytic review on facial emotion recognition in MDD [11] has not
described any studies conducted with the help of VR. To our knowledge, this is the first study
to focus on the comparison of facial emotion recognition in people with MDD and healthy
populations using VR technology.

The contribution of VR to research on social cognition has been mainly through the
creation of dynamic avatars to represent several emotional states, allowing social real-time
interaction with the participant, and evaluating affective processing [25]. The avatar faces
used to be constructed based on the standardized Facial Action Coding System (FACS) [26],
which makes it possible to build normative data for cataloging facial movements by encod-
ing muscle contraction as a unit of measure called an action unit (AU) [27].

Our research team, comprising multidisciplinary experts, is in the process of devel-
oping a novel intervention aimed at enhancing facial emotion recognition, referred to as
“AFRONTA: Affect Recognition Through Avatars”. Prior to implementing the therapy,
various methodological steps are undertaken. The initial step entailed the representation
of the six basic emotions through a new set of dynamic virtual faces (DVFs), which were
constructed based on the action units of the Facial Action Coding System (FACS) [28]. Sub-
sequently, these DVFs were evaluated by a sample of 204 healthy individuals, yielding the
conclusion that the DVFs were effective in accurately recreating human facial expressions of
emotions [29]. The current study is focused on analyzing facial emotion recognition scores
using DVFs in a sample of 54 stable patients diagnosed with MDD and comparing these
scores with those of healthy controls from the same demographic area, with the purpose
of discovering specific deficits to develop better targeted interventions. To this end, the
following was hypothesized:

• Hypothesis 1 (H1). Individuals diagnosed with MDD will demonstrate a diminished
ability to recognize emotions, as well as longer reaction times compared to healthy
controls.

• Hypothesis 2 (H2). Both the MDD and control groups will display greater precision in
recognizing more DVFs compared to less dynamic ones, resulting in a higher number
of successful identifications.

• Hypothesis 3 (H3). Both groups will exhibit greater accuracy in recognizing DVFs
presented in a frontal view in comparison to those presented in profile views, resulting
in a higher number of successful identifications.

• Hypothesis 4 (H4). For the depression group, differences in age will be observed,
with younger participants performing better. No differences will be found in terms of
gender or educational level.

2. Materials and Methods
2.1. Design of Dynamic Virtual Humans

The design of the present study was founded on the Facial Action Coding System
(FACS) [30]. This system was selected for its widespread utilization and its suitability,
as demonstrated through a psychometric evaluation of spontaneous expressions [31]. In
addition, it provides more comprehensive information than other systems in terms of facial
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adjustments. Specifically, FACS categorizes facial movements on the basis of Action Units
(AU) and outlines methods for perceiving and scoring them. Each AU represents a group of
muscles that work together to produce a change in facial appearance. The different AUs are
assembled based on the location of the facial muscles, which are separated into upper and
lower facial muscles. The muscles of the upper face comprise the eyebrows, the forehead,
the crease covering the eyes, and the upper and lower eyelids. The lower face comprises
the muscles surrounding the mouth and lips and is divided into different classifications
based on the directions of movement of the muscles. Additionally, other AUs exist based
on the muscles that move the neck and the direction of gaze.

In addition, our approach combines several well-known software packages used in
game development to refine the design of the DVFs. The workflow is shown in Figure 1
and described next.

Figure 1. Workflow of the dynamic virtual humans’ design.

The process started with the selection and customization of two predefined charac-
ters from Adobe Fuse CC, a software tool primarily intended for game developers. The
characters obtained through this tool feature a wide range of visual characteristics com-
monly found in contemporary high-end video games and are fully customizable from
facial features to the length of the limbs, torso, and clothing. These characters were then
exported to Mixamo, an online platform that enables automated rigging of 3D humanoid
models. Rigging, a technique utilized in skeletal animation, is the process of creating a
digital bone structure for a 3D model, which allows the model to be manipulated as a
puppet for animation. Once rigged, the 3D characters were imported into 3D Studio Max to
generate the Action Units (AUs) starting from a neutral facial expression. The blend shapes
technique, also known as morph animation targets, was employed to alter the mesh and
store the vertex positions for each AU.

Upon the incorporation of all AUs into the virtual human models, they were sub-
sequently exported to Unity 3D, the real-time engine employed in the reproduction of
animations. The facial expressions were further augmented through the utilization of wrin-
kles, achieved through the generation of a surface shader utilizing normal map textures.
Normal maps serve to simulate nuances in the surface of an object by altering the vertex
normal, subsequently impacting the calculation of light on the surface. This surface shader
described the entirety of the visual appearance of the virtual human’s face, utilizing tex-
tures for aspects such as skin color, normal mapping, reflections (specularity), and ambient
occlusion. The standard lighting model was employed, and shadows were enabled for all
light types. A total of seven different normal maps were utilized per virtual human, with
one designated for each facial emotion in addition to the neutral expression.

In conclusion, the fine-tuning of the majority of the AU-related parameters was ac-
complished through manual adjustments. The virtual humans were initially designed
from scratch by two engineers, who subsequently presented a preliminary version. Then,
the other engineer and the psychiatrists discussed the similarity of the virtual human’s
emotions to those of actual humans. The final version of the avatars was achieved through
a process of iterative refinement.



Appl. Sci. 2023, 13, 1609 4 of 11

2.2. Participants

The 6-month recruitment of patients with MDD and healthy controls (June to Novem-
ber 2021) was performed at the Mental Health Service of the Albacete University Hospital
Complex, which serves about 300,000 inhabitants. All procedures contributed to this work
complied with the ethical standards of the relevant national and institutional committees
on human experimentation and with the 1975 Declaration of Helsinki, revised in 2008.

Table 1 lists the sociodemographic details of the patients and the healthy controls. The
sample size was established at 108 participants, including 54 stable patients with an MDD
diagnosis and 54 healthy controls in the same demographic area (as shown in Table 1).
A patient was deemed stable when on antidepressant treatment and with no hospital
admission, no changes in treatment, and no significant psychopathological changes during
at least the three months preceding their inclusion. This sample was determined from the
number of stable patients available for inclusion during the study period. The participants
were divided into three age groups (20–39, 40–59, and 60–79 years) and three educational
levels (basic, medium, and high) (see Table 1), as in a previous work [29]. Table 1 also
highlights that the gender and educational level of both cohorts was identical since a control
with the same characteristics was matched to each patient. This made the age very similar
in both samples.

Table 1. Sociodemographic data.

MDD Group Healthy Group

Sample [n] 54 54

Gender [female:male] 34:20 34:20

Age [mean (SD)] 53.20 (13.63) 50.54 (13.72)

Age [n]
Young (20–39) 9 10
Middle-age (40–59) 27 27
Elderly (60–79) 18 17

Education level [n]
Basic 17 17
Medium 21 21
High 16 16

The inclusion criteria for the MDD group were (a) diagnosis of depressive disorder as
assessed by the Structured Clinical Interview for DSM-5 (SCID) [32], (b) clinical stabilization
at least 3 months prior to SCID, (c) outpatient status, (d) age between 20 and 79 years,
and (e) fluent use and understanding of Spanish. Exclusion criteria were (a) meeting
the diagnostic criteria for another DSM-5 axis I major mental disorder, except nicotine
dependence, (b) intellectual disability, and (c) medical pathology that could interfere with
facial affect recognition.

Inclusion criteria for healthy controls were (d) and (e) as outlined for the depressed
group. Exclusion criteria were (b) and (c) as described for the depressed group, or individ-
uals with a personal background of mental disease.

2.3. Data Collection

The research team devised a data collection notebook that included sociodemographic
and clinical data. Each patient’s inclusion and exclusion criteria were assessed by the refer-
ring psychiatrist during a baseline visit appointment. The sociodemographic data collected
included the patient’s age, gender, race, marital status, educational level, employment
status, and profession. The clinical data comprised personal somatic, toxic, and psychiatric
history; current treatment; time and dose; and relevant family history. The recruitment of
the healthy controls was carried out in the same sociocultural area of residence and primar-
ily from similar cultural and social status groups. The sociodemographic data collected
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was consistent with that of the depression group, and the clinical data included personal
somatic, toxic, and psychiatric history, as well as pertinent familial antecedents.

The data collection was executed during a single, 30-minute individual session. Upon
confirmation that the participant satisfied the inclusion criteria of this study, the facial
stimulus was administered. Prior to the execution of the experiment, all participants
provided informed consent following thorough clarification of this study. The collected
data were safeguarded in dissociated databases with anonymity maintained.

2.4. Experimental Procedure

The experiment was conducted in a session lasting approximately 40 to 50 min, which
included the acquisition of sociodemographic and clinical data scales. A brief tutorial
first introduced the participants to the task to be performed. A series of 52 DVFs were
presented to each participant on a “27” computer display. Each DVF began from the neutral
expression, then moved to one basic emotion (happiness, sadness, anger, fear, disgust, or
surprise) or stayed neutral, and then terminated in the neutral expression. The duration of
the presentation was 2 s. Participants were then asked to identify the emotion depicted by
choosing one of seven alternatives displayed underneath the DVF.

Of these 52 faces, 50% were interspersed with less dynamism (with only the facial
features most characteristic of each emotion displaying movement), and 50% revealed
more dynamic faces (movement was represented by neck and shoulder moves). Both types
of dynamism of the DVFs were shown from three different viewpoints: 50% in frontal,
25% in right lateral, and 25% in left lateral angle. In addition, other physical appearance
characteristics were taken into consideration, resulting in the inclusion of 2 white avatars
in their 30s with distinct eye colors, skin tones, and hair; 2 black avatars in their 30s; and
2 older avatars. From the 52 avatars presented, 8 were black, and 8 were of advanced age.
A comprehensive description of the DVFs can be found in a previous study that validated
them in 204 healthy individuals [28].

Figure 2 shows three DVF samples. The DVF on the left is a black woman with a
neutral expression shown in the frontal view. The avatar in the center is an example of a
surprised white man in the left lateral view. The last avatar shows a sad older woman in
the right lateral view.

Figure 2. Some DVF samples.

2.5. Statistical Analysis

The statistical analyses were conducted utilizing IBM SPSS Statistics (version 24) and
Microsoft Excel. Descriptive statistics were employed to analyze quantitative variables,
including the mean and standard deviation, and the qualitative variables were represented
by percentages. The distribution of hits and reaction times did not conform to a normal
distribution; thus, non-parametric tests were primarily utilized for hypothesis testing, with
the statistical significance being defined as a p-value < 0.05.

Comparisons among the groups were performed via the Mann–Whitney U test when
only two groups were being compared and the Kruskal–Wallis test for three or more
groups. In the cases in which the comparison was made among differences in performance
within the same group of participants (i.e., DVF with lower vs. higher dynamism), the
Wilcoxon signed-rank test and the Friedman test were employed. The correlation between
the variables was examined utilizing Spearman’s rank correlation coefficient.
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3. Results
3.1. Comparison of Recognition Scores and Reaction Times Between Depression and Healthy
Groups in Emotion Recognition (H1)

Regarding recognition scores, differences were found among both groups. The de-
pression group presented a lower rate of emotional recognition than the healthy group, as
shown by the analyses carried out via the Mann–Whitney U test (U = 555.0, p < 0.001). The
results of the recognition scores for the healthy controls and patients are summarized in
Table 2.

Table 2. Emotion recognition scores for each emotion depicted for the depression group and healthy
controls.

MDD Group Neutral Surprise Fear Anger Disgust Joy Sadness

Neutral 90.3% 2.8% 0.9% 1.4% 0.5% 0.5% 3.7%
Surprise 2.3% 89.6% 4.4% 1.4% 0.2% 0.9% 1.2%
Fear 1.2% 41.7% 48.4% 2.8% 1.9% 0.2% 3.9%
Anger 2.1% 5.1% 2.5% 83.6% 5.3% 0.0% 1.4%
Disgust 1.2% 7.2% 4.2% 19.9% 66.9% 0.2% 0.5%
Joy 6.0% 4.2% 0.9% 1.4% 2.3% 84.5% 0.7%
Sadness 7.9% 7.6% 8.1% 8.1% 4.4% 0.9% 63.0%

Healthy group Neutral Surprise Fear Anger Disgust Joy Sadness

Neutral 94.0% 0.5% 0.5% 0.0% 0.9% 0.0% 4.2%
Surprise 0.9% 90.3% 8.3% 0.0% 0.0% 0.0% 0.5%
Fear 0.9% 12.7% 77.3% 0.2% 0.7% 0.0% 8.1%
Anger 0.7% 1.2% 1.9% 92.4% 3.0% 0.0% 0.9%
Disgust 0.2% 0.5% 0.9% 13.2% 85.0% 0.0% 0.2%
Joy 4.9% 0.7% 0.2% 0.7% 0.5% 93.1% 0.0%
Sadness 3.0% 3.5% 5.6% 0.9% 1.6% 0.0% 85.4%

Columns: Recognized emotions. Rows: Displayed emotions.

The mean score for the healthy control group was 88.19%, whereas it was 75.17% for
the depression group. The most significant disparities were observed in fear, sadness, and
disgust, with scores of 48.4%, 63.0%, and 66.9% for the depression group, respectively,
and 77.3%, 83.4%, and 85.0% for the healthy control group. In all cases, the scores were
higher for the control group. Furthermore, the Mann–Whitney U test was used to compare
the reaction times between the clinical and control groups (see Table 3). The depression
group showed longer reaction times in emotional recognition compared to healthy controls
(U = 207.0, p < 0.001).

Table 3. Average reaction time and standard deviation (in seconds) per emotion for the depression
and healthy groups.

Neutral Surprise Fear Anger Disgust Joy Sadness

MDD group 6.25 (3.38) 3.93 (1.61) 4.55 (1.63) 4.59 (2.87) 4.55 (1.56) 4.47 (2.97) 5.41 (2.75)
Healthy group 2.85 (1.24) 2.73 (1.16) 2.53 (1.02) 2.58 (1.14) 2.46 (1.04) 2.25 (0.84) 2.16 (0.77)

3.2. Influence of Dynamism of the DVFs on Emotion Recognition (H2)

In regards to the effect of dynamism on the ability to recognize emotions among
both patients and healthy controls, different results were found. The Wilcoxon signed-
rank test showed that the disparities in the emotion recognition rates were statistically
significant; these rates were greater for the most dynamic DVFs (Z = −3.392, p = 0.001).
Nevertheless, it was found that the patient group did not exhibit a greater degree of
accuracy in recognizing the most dynamic virtual faces, as compared to the less dynamic
ones (Z = −1.114, p = 0.265).
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3.3. Influence of the Presentation Angle of the DVFs on Emotion Recognition (H3)

Emotion recognition was found to be different depending on the presentation angle
of the DVF. According to the Wilcoxon signed-rank test, faces presented from the front
showed a greater precision for recognition than those presented in profile, being that these
differences were statistically significant for both the MDD group (Z = −2.343, p = 0.019)
and the healthy group (Z = −2.221, p = 0.026).

3.4. Influence of Sociodemographic Data on Emotion Recognition for the Depression Group (H4)
3.4.1. Influence of Age

The influence of age on the depression group was studied from two different perspec-
tives. The first analysis considered age to be a discontinuous variable, and the second one
considered it to be a continuous variable.

In the first analysis, the age of the depression group was converted into a discontinuous
variable by grouping the sample into three age categories: young (n = 9), middle-aged
(n = 27), and elderly (n = 18). The mean scores for each group were 84.19%, 78.63%,
and 61.97%, and the mean reaction time that each group took to provide a response to
the DVFs presented was 4.00 s, 4.07 s, and 6.04 s, respectively. The influence of the age
group on emotion recognition was determined by the Kruskal–Wallis test, which showed
significant differences among the three age groups for recognition scores (X2(2) = 15.487,
p < 0.001) and reaction times (X2(2) = 14.091, p = 0.001). Regarding recognition scores,
significant differences were found between elderly and young (p = 0.002) and elderly and
middle-aged (p = 0.004), being that the elderly group had the lowest recognition scores
in both cases. The reaction times’ comparison showed similar results, with the highest
reaction times for the elderly group and significant differences in relation to the young
(p = 0.013) and middle-aged (p = 0.002) groups.

The second analysis of the influence of age as a continuous variable on emotion
recognition was carried out via Spearman’s rank correlation coefficient. This analysis
showed an inverse correlation between age and recognition scores (r = −0.628, p < 0.001)
and a direct correlation between age and reaction times (r = −0.501, p < 0.001). Therefore,
the older the participant, the more difficult it becomes to identify emotions, and the longer
the reaction time becomes.

3.4.2. Influence of Gender

The depression group was composed of 34 women and 20 men. The rate of emotion
identification for women was 84.66%, while it was 72.88% for men. As for the reaction times,
the mean was 5.00 s for females and 4.23 s for males. The Mann–Whitney U test analyzed
the influence of gender on emotion recognition and did not find significant differences in
recognition scores (U = 311.5, p = 0.609) and reaction times (U = 253.0, p = 0.119). This
finding suggests that women and men have no differences in recognizing emotions and
have similar response times.

3.4.3. Influence of Educational Level

In order to study the influence of educational level on emotion recognition, the sample
of the depression group was divided into three groups: basic (n = 17), medium (n = 21),
and high (n = 16) education. The mean score for the basic education group was 69.00%,
while it was 73.72% and 79.69% for the medium and high education groups, respectively.
Regarding the reaction times, the mean for the basic group was 5.42 s, 4.48 s for the medium,
and 4.27 s for the high. Despite these differences, the Kruskal–Wallis test revealed no
differences for emotional recognition in relation to educational level, neither for recognition
scores (X2(2) = 3.274, p = 0.195) nor for the reaction time (X2(2) = 1.248, p = 0.536).

4. Discussion

The current study focused on the assessment of facial emotion recognition in 54 stable
patients with diagnosed major depression as compared to 54 healthy controls matched
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for age, gender, and educational level. A previously validated tool, using non-immersive
virtual reality with DVFs, was administered to conduct the assessment. The following is a
discussion of the hypotheses put forward on the basis of the findings obtained.

4.1. Comparison of Recognition Scores and Reaction Times for the Depression and Healthy Groups
in Emotion Recognition (H1)

In accordance with the predictions of previous studies [11,33], it was observed that
individuals diagnosed with MDD exhibited a diminished capacity for recognizing emotions
in virtual emotional expressions, as well as prolonged reaction times when compared to
healthy controls across all emotions assessed. The disparities between the two groups were
particularly pronounced for certain negative emotions, such as fear, sadness, and disgust.
Within the MDD group, the emotions that were least recognized were fear, sadness, and
disgust (with recognition rates of 48.9, 63.0%, and 66.9%, respectively). On the other hand,
the most recognized emotions were neutral (90.3%), surprise (89.6%), and joy (84.5%).

Despite the growing interest in recent years in facial recognition of emotions with
DVFs, a recent review on the recognition of emotions through VR revealed little research
on the subject, a lack of validity of the current tools, and the difficulty in finding studies
that analyze all basic emotions [34]. The comparison of our results with previous similar
studies is, therefore, complicated, which is why we present them against results with static
stimuli. In this way, it is known that the deterioration of the recognition of facial emotions
in depression is a solid finding, consistent with previous studies [33,35,36].

Although it is difficult to know the causes of these differences, some authors have
suggested that this deficit may be supported by the tendency to motor slowness and
indecision shown as a symptom of MDD [32] and by a relationship between emotion
recognition and alexithymia, defending the idea that the difficulties in recognizing and
categorizing emotions may be mediated by another prior deficit in the identification and
naming of even one’s own emotions [37,38].

4.2. Influence of Dynamism of the DVFs on Emotion Recognition (H2)

Regarding the expectancy of a greater number of hits with more dynamic DVFs, this
hypothesis was only confirmed for the healthy group, as the depression group did not show
a benefit from higher levels of dynamism. Accordingly, a recent study described a greater
accuracy in recognizing emotions when static stimuli were presented and confronted
with dynamic ones in a group of depressed older adults compared with controls [39].
These findings may be explained by the individuality of the involved neural networks in
processing static or dynamic stimuli [40,41] and by the presentation time of stimuli, which
has been found to exercise a negative influence on emotion recognition with less accuracy
for higher times [11].

4.3. Influence of the Presentation Angle of the DVFs on Emotion Recognition (H3)

The hypothesis that a higher number of hits would be achieved with the DVFs pre-
sented in the frontal view, as opposed to the profile views was supported by the data
for both groups. To the best of our knowledge, this is the first study to present virtual
characters with frontal and profile views to individuals diagnosed with depression. A study
conducted by our research team on healthy controls also found superior rates of emotional
recognition when the avatars were presented from the frontal view in comparison to the
profile view [28].

4.4. Influence of Sociodemographic Data on Emotion Recognition for the Depression Group
(Recognition Scores and Reaction Times) (H4)

Regarding the depression group, gender was not correlated with successful emotional
recognition, as expected and as found in previous studies with healthy and depressed
samples [42,43]. The same results were found for the educational level. The non-correlation
confirmed the expectancy and previous findings in healthy people [28]; there is scarce
literature about this issue on samples with depression.
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However, as expected, age showed itself to be an influential variable in emotion
recognition scores and reaction times, with an inverse correlation between age and the
recognition scores and a direct correlation between age and reaction times. Some authors
have found similar results, suggesting these as mediators for the natural impairment of
aging, mainly referred to as the decline in processing speed, fluid intelligence, alexithymia,
and depression [44,45]. However, this emotional deterioration might also be related to a
pre-clinical general cognitive impairment, since depressive disorders increase the risk for
dementia [46,47], which in turn shows greater deterioration in emotion recognition [48,49].
Moreover, it is important to point out the less computer literacy of the elderly and difficulties
in using the computer mouse when choosing the answers, which might lead them to select
incorrect responses and raise reaction times.

5. Conclusions

As a main conclusion, consistent with previous findings in the literature, we found a
deficit in facial emotion recognition in patients diagnosed with MDD compared to matched
healthy controls. The better recognized emotions by the depressed patients were positive
versus negative ones, with lower than expected recognition of sadness, questioning the
negative bias of depression. However, much variability among previous studies in this
field has been noted, and it has been suggested that the negative bias may be centered on
an attentional issue, while attenuation of the positive bias has been shown to be at play.

In light of the results, dynamism seems to improve emotional recognition only in
healthy populations, not in patients with MDD, while the frontal vision of the avatars
seems to help emotional recognition in both groups, compared to the lateral vision. In line
with previous studies, differences were found in emotional recognition in favor of younger
adults, without finding differences in gender or educational level. An important finding of
this study is the non-correlation between depression severity and emotion recognition in
our depressed sample. We suggest a possible influence of endogeneity of depression and
pharmacological effect.

This study is among the few to have assessed the recognition of the six basic emotions
through DVFs in patients with MDD, which hinders the contrast of the obtained results
with prior research. Bearing in mind the ongoing interest in VR, further research is required
to improve and validate tools on emotion recognition through the use of DVFs, not only for
assessment but also for the implementation of clinical practice rehabilitation interventions.
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