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Featured Application: The Timed-SAS approach can be used to design and quantitatively analyze
the complex self-adaptive software systems, such as cloud computing systems.

Abstract: Self-adaptive software (SAS) is gaining in popularity as it can handle dynamic changes
in the operational context or in itself. Time behaviors are of vital importance for SAS systems, as
the self-adaptation loops bring in additional overhead time. However, early modeling and quanti-
tative analysis of time behaviors for the SAS systems is challenging, especially under uncertainty
environments. To tackle this problem, this paper proposed an approach called Timed-SAS to define,
describe, analyze, and optimize the time behaviors within the SAS systems. Concretely, Timed-SAS:
(1) provides a systematic definition on the deterministic time constraints, the uncertainty delay
time constraints, and the time-based evaluation metrics for the SAS systems; (2) creates a set of
formal modeling templates for the self-adaptation processes, the time behaviors and the uncertainty
environment to consolidate design knowledge for reuse; and (3) provides a set of statistical model
checking-based quantitative analysis templates to analyze and verify the self-adaptation properties
and the time properties under uncertainty. To validate its effectiveness, we presented an example
application and a subject-based experiment. The results demonstrated that the Timed-SAS approach
can effectively reduce modeling and verification difficulties of the time behaviors, and can help to
optimize the self-adaptation logic.

Keywords: self-adaptive software; time behavior; formal modeling; quantitative analysis; formal
templates

1. Introduction

Nowadays, complex software systems such as the cloud computing systems [1] and
the cyber-physical systems [2] are facing new challenges due to increasing size, incremental
complexity, and unpredictable environment changes. While addressing these challenges,
it becomes necessary to develop self-adaptive software (SAS) [3]. In fact, software self-
adaptation has become a research hot topic [4,5] in the software engineering community.
Self-adaptation endows a software system with the capability to satisfy certain objectives
by automatically modifying its parameters, structures, or behaviors, with the commonly
used MAPE-K (Monitor-Analyze-Plan-Execute, Knowledge) self-adaptation loops [6].

SAS systems run in dynamic and uncertainty environments, and it is necessary to
provide rigorous evidence to guarantee that the self-adaptation processes, time behaviors,
and properties are correct and satisfied through particular formal models, such as the
automaton model [7] and Petri-nets model [8], as discussed in “Assurances for Self-Adaptive
Systems” [9]. The network of timed automata (NTA) seems to be a promising formal model
to specify system behaviors for the SAS systems, and many research studies, such as the
ActivFORMS method [10], the MAPE-K formal templates [11], and the eARF reasoning
framework [12], attempted to formally specify the SAS systems with the NTA model.
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However, there are still some deficiencies with the NTA-based approaches. Firstly, few
studies systematically considered the time behaviors, especially the uncertainty delay
time constraints within the self-adaptation loops. The MAPE-K self-adaptation loops
can effectively handle dynamic changes within the software systems, but they bring in
additional overhead time, such as the monitoring period of the monitor process, the
analyzing and judging time of the analyze process, the uncertainty message processing
time and network delay time of the self-adaptation loops, etc. The above time behaviors
need to be explicitly and quantitatively described and analyzed. Second, to the best of our
knowledge, there is a lack of time metrics to systematically evaluate the performance and
the time properties of the self-adaptation loops. For example, the time used to return to
normal and steady states, and the probabilities to return to normal states within a given
time limit. Third, the NTA model suffers from problems such as state–space explosion
during formal verification, when the system scale and complexity is large.

In order to solve the above problems, this paper proposed the Timed-SAS approach,
which was established based on the commonly used MAPE-K self-adaptive software
architecture [6]. After a series of case studies and literature research, the deterministic and
uncertainty time constraints, which are commonly used during the SAS system design
and development processes, were identified, and summarized. Based on this, the Timed-
SAS approach provides a set of definitions for the time constraints within each MAPE-K
process, and a set of time-based evaluation metrics to evaluate the performance of the
self-adaptation loops. To facilitate modeling and quantitative analysis of the above time
constraints and time-based evaluation metrics, the Timed-SAS approach established a set
of formal modeling templates based on the network of priced timed automata (NPTA) [13]
model, and a set of quantitative analysis templates based on the statistical model checking
(SMC) [14] formal verification technique. In general, the Timed-SAS approach can be used
to define, describe, analyze, and optimize the time behaviors of the SAS systems, and the
main contributions of the Timed-SAS approach are as follows:

(1) It proposes a set of systematic definitions on the time behaviors of the SAS sys-
tems, which can depict the deterministic time constraints, and the uncertainty time
constraints within the self-adaptation processes. In addition, it provides a set of
quantitative analysis metrics to evaluate the performance and the response-time of
the self-adaptation loops;

(2) It creates a set of NPTA based formal modeling templates to describe the self-adaptation
processes, and the time constraints within the self-adaptation processes. The set of
modeling templates can consolidate design knowledge for reuse and can alleviate
modeling difficulty and improve modeling efficiency of the SAS systems;

(3) It establishes a set of formal verification templates and an SMC-based quantitative
analysis approach, which provide an automatic formal verification and analysis
on the self-adaptation properties as well as the time properties of the SAS systems
under uncertainty.

The Timed-SAS approach was evaluated with an example application and a subject-
based experiment, and the results demonstrated that the approach is helpful in reducing
the modeling and formal verification difficulty of the SAS time behaviors. In addition, it
can help to evaluate and optimize the self-adaptation logic.

The remainder of this paper is organized as follows: Section 2 illustrates a motivating
adaptation scenario and briefly introduces the NPTA model and the UPPAAL-SMC tool.
Section 3 provides an overview of the Timed-SAS approach. In Section 4, we present
the technical details and concrete processes of the Timed-SAS approach. We evaluate the
approach in Section 5 with a subject-based experiment. Section 6 outlines the related work.
Section 7 concludes the article and provides an overview on future work.
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2. Background
2.1. Adaptation Scenario: SUIS

The ship supplying information system (SUIS) [15] is a web service-based system,
responsible for handling supplying requirements submitted by ship-users, and it can
automatically calculate and dispatch food, water, oil, and other supplying materials to
ships. However, this web service-based system suffers the problem of Slashdot effect [16]:
during the sailing task-intensive period, the supplying requirements increase rapidly, and
the servers respond slowly or even crash; while during the rest period, there are rarely
supplying requirements and most servers are freed. In order to improve the quality of
the services and to decrease operating costs, SUIS was reconstructed based on the cloud
computing architecture. By being redeployed with the MAPE-K [6,17] architecture, SUIS
was composed of two parts, i.e., the self-adaptation logic and the application logic, as shown
in Figure 1. The former is responsible for monitoring and optimizing service performance
by dynamically adjusting the servers in operation, while the latter is used to provide
continuous and reliable web services to ship-users.

Figure 1. Architectural view of SUIS.

SUIS operates under dynamic user requirements, and it is difficult to describe and
analyze the time behaviors for the self-adaptation logic. For example, the self-adaptation
logic periodically monitors CPU utilization of servers (i.e., virtual machines, VMs for short),
and dynamically increases or decreases server numbers in operation according to such a
self-adaptation strategy as “if Utilization > UpperLimit for N seconds, then add P more VMs”.
From the above example, it can be seen that the time constraints, such as the monitoring
period and the analyzing and judging time (i.e., for N seconds) need to be specified and
verified elaborately. Uncertainty time behaviors, such as the message processing time, the
network delay time, and the server dispatching time need to be depicted. In addition,
additional quantitative analysis metrics are needed to evaluate the performance and the
response-time of the above self-adaptation strategies.

In addition to the SUIS adaptation scenario, other classical adaptation systems, such as
the self-adaptive firefighting system [2,18,19] and the ZNN.com adaptation system [20,21],
demand high requirements for time behavior modeling and analysis.

2.2. NPTA Model and UPPAAL-SMC

Timed automata are popular in the domain of formal methods, for its simplicity and
ease-to-use features. Priced timed automata (PTA) [13] are variants of timed automata
whose clocks can evolve with various rates. Owing to the different clock rates, the PTA
model can be used to describe the dynamic software running environment. For example,
the changing rate of user loads in the SUIS scenario can be described with cosine function,
i.e., load’ = cos(2 × t). In addition, the PTA model supports description of stochastic
behaviors of systems, and this characteristic suit to depict the uncertainty delay time within
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the self-adaptation logic. The NPTA model consists of a set of correlated PTAs which
communicate with each other using shared variables or broadcast channels [22].

In order to analyze the NPTA-based probabilistic behaviors, the model-checking tool
of UPPAAL-SMC [22] was created. UPPAAL-SMC is an extension of UPPAAL [23], and
it is expressive enough to capture the continuous time behaviors as well as the stochastic
behaviors of complex systems. In addition, UPPAAL-SMC can avoid the state–space
explosion problem, as it works with the SMC technique [14].

3. Approach Overview

The time behaviors of the SAS systems are difficult to describe and analyze quanti-
tatively, as they run in the uncertainty environment. To this end, this paper created an
approach called Timed-SAS following three steps, defining the time constraints and time
evaluation metrics, constructing the NPTA based formal modeling templates, and creating
a set of SMC-based quantitative analysis templates, as shown in Figure 2.

Figure 2. An overview of the Timed-SAS approach.

Concretely, this approach is composed of three steps:

(1) Definitions on the time constraints and time evaluation metrics. In the Timed-SAS
approach, the time constraints are defined based on the MAPE-K automatic computing
architecture, and they are divided into two categories, i.e., the deterministic time
constraints and the uncertainty delay time constraints. The former consists of the
Monitoring-Period in the Monitor process and the Triggering-Delay Time in the Analyze
process; while the latter refers to the uncertainty delay time in the self-adaptation
loops caused by message processing, network congestion, algorithm running, resource
scheduling and etc. The time evaluation metrics include the Self-adaptive Steady Time
and the Self-adaptive Adjusting Time, which can be used to evaluate the performance
and the response-time of the self-adaptation strategies;

(2) Construction of the formal modeling templates. The formal modeling templates are
created to explicitly describe the self-adaptation processes, the time constraints, and
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the uncertainty environment. The templates for the self-adaptation processes are con-
structed based on the MAPE-K automatic computing architecture. The time constraint
templates include the deterministic time-modeling templates, i.e., Monitoring-Period
and Triggering-Delay Time, and the uncertainty delay time modeling templates, e.g.,
Uniform-Distribution Delay time and Normal-Distribution Delay time. In addition, the
uncertainty environment modeling template was created to describe the stochastic
system behaviors, and the dynamic system loads;

(3) Creation of the quantitative analysis templates. This set of templates provides a
quantitative description and analysis of the desired self-adaptation properties and
time properties, as well as a simulation on the time evaluation metrics. It can also be
used to analyze and optimize the time constraints and the self-adaptation strategies
of the SAS systems.

In conclusion, the Timed-SAS approach provides systematic definitions on the time
constraints for the self-adaptation processes, and on the performance evaluation metrics
for the self-adaptation loops. Furthermore, it presents a set of formal modeling templates
and quantitative analysis templates for the above time constraints and evaluation metrics.
The above templates can consolidate design knowledge for reuse, can alleviate modeling
difficulty, and improve modeling and analysis efficiency of the SAS systems.

4. Implementation of the Timed-SAS Approach

The Timed-SAS approach was created based on the MAPE-K automatic computing
architecture, considering its wide application in the SAS systems. Combined with the
adaptation scenario in Section 2.2, the following subsections illustrate the Timed-SAS
approach by providing definitions on time behaviors and creating formal modeling and
quantitative analysis templates (https://github.com/DeshuaiHan/Timed-SAS-templates-
and-examples) for time behaviors.

4.1. Definition on Time Behaviors

According to the Timed-SAS approach, the time behaviors are divided into three
categories, i.e., the deterministic time constraints, the uncertainty time constraints, and the
time evaluation metrics for the SAS systems.

4.1.1. Deterministic Time Constraints

The deterministic time constraints include the Monitoring-Period in the Monitor
process and the Triggering-Delay Time in the Analyze process.

(1) Definition on Monitoring Period MPeriod for Monitor

According to the MAPE-K architecture, the Monitor process is used to periodically
detect changes within the self-adaptive software application logic, and the monitoring
period is defined as follows.

Definition 1. (Monitoring Period MPeriod). The Monitoring Period refers to the time-interval
between two triggers of the Monitor module during the running processes of the SAS systems,
represented as MPeriod, as shown in Figure 3. MPeriod represents the triggering period of the software
module, which is preset by software engineers and is different from the inherent triggering period or
triggering frequency of the physical sensors.

Figure 3. Monitoring Period MPeriod for Monitor.

https://github.com/DeshuaiHan/Timed-SAS-templates-and-examples
https://github.com/DeshuaiHan/Timed-SAS-templates-and-examples
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In the SUIS example of Section 2.1, MPeriod represents the sampling period of the CPU
utilization, and it was initially set as 5-unit time. It influences the triggering frequency of
the whole MAPE-K feedback loops. The excessive triggering frequency would aggravate
the computing burden of the SAS systems, while the lower triggering frequency cannot
satisfy the user requirements and guarantee the system performance. Therefore, the time
constraint of MPeriod is of vital importance.

(2) Definition on Triggering-Delay Time ADelay for Analyze

The Analyze process of the MAPE-K architecture is used to analyze exceptions or
errors in the application logic and analyze the duration of the exceptions. The duration
time was defined as Triggering-Delay Time, as shown below.

Definition 2. (Triggering-Delay Time ADelay). The Triggering-Delay Time refers to the time-
interval of the Analyze process between when a monitoring variable is out of limits and when the
subsequent Plan process is finally triggered. It is represented as ADelay, as shown in Figure 4.

Figure 4. Triggering-Delay Time ADelay for Analyze.

In the SAS systems, when the monitoring variable v is detected out of limits (i.e.,
v > UpperLimit or v < LowerLimit in Figure 4), the Analyzer module will observe v con-
tinuously for a period of time, i.e., ADelay. If v still remains in the out-of-limit state (i.e.,
v > UpperLimit or v < LowerLimit), the subsequent Plan process would be triggered. Taking
the adaptation scenario in Section 2.1 for example, as shown in Figure 5, the CPU utilization
(i.e., the variable of Utilization) rises above its upper limit (i.e., 85%) at t1 and returns to its
normal range at t2. As the out-of-limit time is less than ADelay (i.e., ∆t1 = t2 − t1 < ADelay),
there is no need to trigger further self-adaptation actions. However, this variable rises
above its upper limit again at t3, and the out-of-limit time is longer than ADelay (i.e.,
∆t2 = t4 − t3 > ADelay). As a result, the subsequent processes would be triggered. The
time constraint of Triggering-Delay Time is defined to specify such kind of delay-triggering
self-adaptation strategies as, “if Utilization > UpperLimit for N seconds, then add P more
VMs”. According to repeated experiments, ADelay takes the value of 3-unit time in the
above example.

Figure 5. Analysis of Triggering-Delay Time ADelay.

The time constraint of Triggering-Delay Time ADelay can effectively avoid system mis-
judgment and unnecessary self-adaptation actions. The value of ADelay should be set
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according to the concrete scenario, as the too large value would reduce the sensitivity
and effectiveness of the self-adaptation logic, and the too-small value would result in
over-frequent self-adaptation actions and aggravate the computing burden of the system.

4.1.2. Uncertainty Delay Time Constraints

The uncertainty delay time constraints mainly exist in the Plan process (i.e., DelayPlan),
the Execute process (i.e., DelayExecute), and the application logic, and they come from a
variety of sources, including the message processing, the network congestion of distributed
systems, the algorithm running, the resource scheduling of large-scale systems, etc.

Despite the variety of causes, the uncertainty delay time can be represented as proba-
bility distribution functions. According to the Timed-SAS approach, the uncertainty delay
time constraints are mainly represented as the Uniform Distribution function and the
Normal Distribution function, as shown in Figure 6.

Figure 6. The uncertainty time behavior of Delay.

As for the SUIS example in Section 2.1, the uncertainty delay time constraints exist in
the following aspects. Firstly, the running time of the self-adaptation strategies in the Plan
process obeys the uniform distribution; secondly, the server scheduling time in the Execute
process complies with the normal distribution; and finally, the networking delay time in
the application logic obeys the uniform distribution. In the SUIS example, the uncertainty
delay time constraints are set as follows, DelayPlan~U (1, 3), DelayExecute~N (5, 0.1) and
DelayApp~U (1, 3).

4.1.3. Time Evaluation Metrics

The time evaluation metrics, i.e., Self-adaptive Adjusting Time and Self-adaptive Steady
Time, are defined to evaluate the performance and response-time of the self-adaptation logic.

Definition 3. (Self-adaptive Adjusting Time TAdjust). The time evaluation metric of Self-
adaptive Adjusting Time refers to the minimum time required for the SAS systems to recover from
beyond the limits to within the limits. It is represented as TAdjust, as shown in Figure 7.

Figure 7. Self-adaptive Adjusting Time and Self-adaptive Steady Time.

Definition 4. (Self-adaptive Steady Time TSteady). The time evaluation metric of Self-adaptive
Steady Time refers to the minimum time required for the SAS systems to recover to and maintain
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at the final value of ±5% after the limits being violated. It is represented as TSteady, as shown in
Figure 7.

The two metrics are different, as TAdjust represents the response time to recover to safe
states, while TSteady depicts the response time to recover to steady states.

In the SUIS example of Section 2.1, the monitoring variable is the CPU utilization.
At time t1, the variable Util is detected exceeding the upper limit, and the subsequent
self-adaptation strategies are triggered. Subsequently, the variable Util falls back to normal
range at time t2, and returns to steady state at time t3. And the time of (t2–t1) is called
Self-adaptive Adjusting Time, while the time of (t3–t1) is called Self-adaptive Steady Time.
The two metrics can be used to evaluate the performance and response-time of the self-
adaptation strategies.

4.2. Formal Modeling Templates and Application

In order to consolidate design knowledge for reuse, we create a set of formal model-
ing templates (https://github.com/DeshuaiHan/Timed-SAS-templates-and-examples) to
describe the self-adaptation processes, the time behaviors and the uncertainty environment.

4.2.1. Templates for Self-Adaptation Processes and Time Behaviors

In the Timed-SAS approach, we use the NPTA model to depict the self-adaptation
processes of “Monitor-Analyze-Plan-Execute”, use “declaration” to model the “Knowledge”
module, and use “clock”, “guard” and “invariant” to specify the deterministic time constraints.
The uncertainty delay time constraints are implemented in the “declaration” module.

Concretely, the modeling template for Monitor process and Monitoring Period MPeriod
is shown in Figure 8a. It has decomposed the Monitor process into four sub-processes
of “Timing, Data-Collection, Comparing, Triggering”. In the Timing sub-process, it has
defined Monitoring Period by integrating invariant T < = Period with guard T == Period.
In the Data-Collection sub-process, it uses the function getData( ) to detect the software
running information. In the Comparing sub-process, it judges system states, low, high or
NoChange, by comparing the monitoring variable with the upper and lower limit with
the compare( ) function. Finally, it triggers different subsequent transitions by assigning
different values to flagA. Notably, the implementation details of the above two functions
are stored in the back-end configuration, which support customized definition according to
the application scenarios.

The modeling template for Analyze process and Triggering-Delay Time ADelay is
shown in Figure 8b. This process is triggered by flagA, and it is composed of three sub-
processes of “Delaying-Comparing-Triggering”. In the process of Delaying, two Triggering-
Delay Time D_T1 and D_T2 are defined. When the Triggering-Delay Time is finished
and the monitored variable is still over-limit, the system state would be determined as
“OverSatisfied” or “UnderSatisfied” with function analyze( ). Meanwhile, the flag of flagP
would be assigned as −1 or 1, and the subsequent self-adaptation processes would be
triggered. Similarly, the implementation details of analyze( ) need to be further customized.

The modeling template for Plan process and the uncertainty delay time DelayPlan is
shown in Figure 8c. This process is triggered by flagP, and the concrete planning processes
are implemented with two functions of plan_LCL( ) and plan_UCL( ), which need customiza-
tion according to concrete applications. The uncertainty delay time is implemented with
the function of delay(type, par1, par2), the parameters of which needs further instantiation.

Similarly, the template for Execute process and the uncertainty delay time DelayExecute
is shown in Figure 8d. This process is triggered by flagE, and the executing processes
are implemented with two functions of exe_LCL( ) and exe_UCL( ), which need further
customization in the back-end configuration.

https://github.com/DeshuaiHan/Timed-SAS-templates-and-examples
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Figure 8. The NPTA based modeling templates for the self-adaptation processes and time behaviors:
(a) the template for Monitor process and Monitoring Period MPeriod; (b) The template for Analyze
process and Triggering-Delay Time ADelay; (c) the template for Plan process and the uncertainty delay
time; and (d) the template for Execute process and the uncertainty delay time.

The uncertainty delay time constraints are implemented in the “declaration” module of
NPTA, and Listing 1 provides the details. The function delay( ) defines types of probability
distribution (from line 15 to line 20) for the delay time. When type == 1, the uncertainty
delay time follows the normal distribution (from line 17 to line 18), while type == 2 follows
the uniform distribution (from line 19 to line 20). The uniform distribution function (from
line 9 to line 13) is created based on the UPPAAL-SMC built-in function of random ( );
while the normal distribution function (from line 5 to line 8) is implemented based on the
standard normal distribution function (from line 1 to line 4), which is created using the
Box–Muller method [24].

Listing 1. Implementation of the uncertainty delay time constraints in the SAS systems.

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

// normal distribution for delay time N(0, 1)
double stdNormal() {
return sqrt(−2*ln(1-random(1)))*cos(2*PI*random(1));
}
// normal distribution for delay time
double Normal(double mean, double stdDev){
return mean + stdDev*stdNormal();
}
// uniform distribution for delay time
double Uniform(double min, double max){
. . .
X = min + random(max–min);
. . .
// type of uncertainty delay time
double delay (int type, double par1, double par2){
. . .
if (type == 1) //N(par1, par2)
. . .
else if (type == 2) //U(par1, par2)
. . .
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4.2.2. Templates for Uncertainty Environment

In order to simulate the dynamic software running environment, we created a template
called Uncertainty Environment1, as shown in Figure 9. This modeling template describe
two kinds of uncertainty, i.e., the stochastic software behaviors and the dynamic system
loads. The former is handled with the probabilistic choices between multiple enabled tran-
sitions. As shown in Figure 9, there are five transitions following the state of “trigger”, and
the transitions are executed with different probabilities, i.e., pr1, pr2, pr3, pr4, and pr5. While
the latter is simulated with different kinds of functions. For example, transition (a) and (b),
respectively, represent the linearly increasing and linearly decreasing monitored-variables;
transition (d) and (e) respectively describe the sudden increase and decrease monitored
variables; while transition (c) represents the periodical changing monitored variables.

Figure 9. The NPTA-based modeling templates for Uncertainty Environment.

The above formal modeling templates consolidate design knowledge of time behaviors
and uncertainty environment for the SAS systems, and they can be customed and reused
by users.

4.2.3. Application of the Formal Modeling Templates

By instantiating the modeling templates in Sections 4.2.1 and 4.2.2, the formal model of
the SUIS example was easily created. During the instantiation process, the front-end model
in Figure 8 remained unchanged, the back-end functions and local variables of Monitor,
Analyze, Plan, Execute, and Uncertainty Environment were customized according to the
SUIS example. In addition, the application logic model of SUIS was newly created.

Concretely, in the processes of Monitor and Analyze, we mainly customized the
functions of getData( ), compare( ) and analyze( ), and instantiated the Monitoring Period
as const int Period = 5 (i.e., MPeriod =5), the Triggering-Delay Time as const int D_T1 = 3,
D_T2 = 3 (i.e., ADelay = 3). In the processes of Plan and Execute, we mainly instantiated the
uncertainty delay function of delay( ), except for customizing the functions of plan_LCL( ),
plan_UCL( ), exe_LCL() and exe_UCL( ). As for Plan, the uncertainty delay time DelayPlan
arised from the running time of the self-adaptation strategies, therefore, the parameter
type in the delay function was set as Uni, i.e., the strategy running time obeys the uniform
distribution, i.e., U (1, 3); while the uncertainty delay time in the Execute process (i.e.,
DelayExecute) was caused by server scheduling, thus, the parameter type was set as Norm,
i.e., the server scheduling time follows the normal distribution, i.e., N (5, 0.1). As for the
Uncertainty Environment template, it needed to simulate a Slashdot effect [16], thus, the
parameters of pr1, pr2, pr3 and pr4 were set as 0, while pr5 = 1, which simulated a rapid
increase of user visits (i.e., 42% increase of CPU Utilization). With the above templates,
the self-adaptation strategy in Section 2.1 (i.e., if Utilization > UpperLimit for N seconds,
then add P more VMs) can be implemented. In this strategy, “if Utilization > UpperLimit”
was implemented with the Monitor process, “for N seconds” was implement with the time
constraint of Triggering-Delay Time, and “add P more VMs” was implemented with the
plan_UCL() function of Plan process and the exe_UCL() function of Execute process.
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Except for instantiating the templates in Sections 4.2.1 and 4.2.2, we constructed the
application logic model for SUIS, as shown in Figure 10. It simulated the influence of server
number changing on the CPU utilization. Combined with the user-customized application
logic model, the self-adaptation loop became a closed feedback loop.

Figure 10. The user customized application logic model for SUIS.

From the above example application, it can be seen that the created modeling templates
can consolidate design knowledge for reuse, and thus reduce the modeling difficulty of the
SAS systems.

4.3. Quantitative Analysis Templates and Application
4.3.1. Quantitative Analysis Templates

The traditional NTA-based SAS modeling framework and model checking technique
suffer from the problem of state–space explosion during formal verification. The NPTA-
based modeling templates and the SMC based quantitative analysis technique can avoid
this problem. The quantitative analysis templates1 are shown in Table 1.

Table 1. Quantitative analysis templates for the SAS systems.

NO. Types Description and Usage Implementation

1 Self-adaptation reachability
Analyzing if the self-adaptation
logic can be triggered, and the

triggering time.
simulate [<=2T; N]{flagA}

2 Self-adaptation strategy reachability

Analyzing if the corresponding
self-adaptation strategies can be

triggered, and the triggering
probability and the average

triggering time.

Pr[<=Bound](<>Plan.LCL_Plan)
Pr[<=Bound](<>Plan.UCL_Plan)

3 Triggering-Delay Time
(ADelay) Analysis

Analyzing whether the predefined
Triggering-Delay Time is effective.

Pr[<=Bound](<>Analyze.analyze1)
Pr[<=Bound](<>Analyze.analyze2)

4 Uncertainty Delay Time
(DelayPlan) Analysis

Analyzing the total average delay
time when finishing the Plan

process, and the
triggering probability.

Pr[<=Bound](<>Plan.PlanReady1)
Pr[<=Bound](<>Plan.PlanReady2)

5 Uncertainty Delay Time
(DelayExecute) Analysis

Analyzing the total average delay
time when finishing the Execute

process, and the
triggering probability.

Pr[<=Bound](<> Execute.end)

6 Self-adaptive Adjusting Time and
Self-adaptive Steady Time Analysis

Analyzing the effectiveness of the
self-adaptation logic, the average

time used to get back to normal and
steady states, and the probabilities
to get back to normal states within a

given time limit.

simulate [<=Bound; N]{VAR}
Pr[<=Bound](<>VAR<=UCL)
Pr[<=Bound](<>VAR>=LCL)

Concretely, the first property “self-adaptation reachability” is verified with the formal
logic of “simulate [<=2T; N]{flagA}”, which checks whether the self-adaptation logic can
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be triggered during 2T time. If the self-adaptation logic is triggered after N times of
simulation, the variable flagA would change from 0 to 1 or −1. The second property “self-
adaptation strategy reachability” is used to verify whether the strategies can be triggered
in response to the environment changes, and to compute the triggering probability and
the average triggering time. The third to fifth properties are used to, respectively, analyze
the Triggering-Delay Time, the Uncertainty Delay Time in Plan, and the Uncertainty Delay
Time in Execute. The final property “Self-adaptive Adjusting Time and Self-adaptive Steady
Time Analysis” is formally described as “simulate [<=Bound; N]{VAR}”, which simulates
changes of the monitored variable. Furthermore, the users can identify the average Self-
adaptive Adjusting Time and Self-adaptive Steady Time according to the formal logic of
“Pr[<=Bound](<>VAR<=UCL) or Pr[<=Bound](<>VAR>=LCL)”.

4.3.2. Application of the Formal Analysis Templates

By instantiating the analysis templates in Section 4.3.1, the SUIS application was
quantitatively verified and analyzed, and the results are shown in Figure 11. Concretely, the
property of “self-adaptation reachability” was analyzed with the expression of “simulate
[<=10; 10]{flagA}”. According to Figure 11a, the value of flagA turned from 0 to 1 at time 5,
which meant the out-of-range CPU utilization (i.e., Util>=UCL) was detected after one cycle
(i.e., Period = 5) of monitoring, and the self-adaptation logic was subsequently triggered.
According to Figure 11b, the Plan.UCL_Plan state can be reached, which meant the self-
adaptation strategy plan_UCL( ) was effectively executed at an average triggering time
of 9.82. According to Figure 11c, the Analyze.analyze2 state can be reached at an average
time of 8.80, which meant that the predefined Triggering-Delay Time (i.e., D_T2 = 3) was
effective. According to Figure 11d,e, the processes of Plan and Execute can be reached,
and the average finishing time were 11.8 and 18.0, respectively. Figure 11f shows that
the CPU utilization fell in the normal range (i.e., Util < =85%) during the time of [16.44,
32.38], and the average Self-adaptive Adjusting Time was 21.20, which was analyzed with
Pr[<=32](<>Util<=85); subsequently, it went through another times of self-adaptation and
finally fell in the steady state during [22.24, 44.46], and the average Self-adaptive Steady
Time was 30.30, which was analyzed with Pr[<=44](<>Util<=80).

For further analysis, on the basis of the above simulated values and the instantiated
design values (i.e., the time features in Section 4.2.3), we plotted the timeline of the SUIS
example, as shown in Figure 12. It shows that all the simulated values of the time behaviors
fell in the design range. According to the above quantitative analysis, we can conclude
that the self-adaptation behaviors, the self-adaptation strategies, and the time behaviors
of the SUIS example were effective in dealing with the dynamic environment changes.
Meanwhile, it can also be seen that the average Self-adaptive Steady Time was much longer
than the average Self-adaptive Adjusting Time, and the number of servers in operation
needed several times of adjustment, which indicated that current self-adaptation strategies
were effective but not optimal.

For further optimization, we have improved the self-adaptation strategy of “if Uti-
lization > UCL for ADelay, then add P more VMs”, and adjusted the time constraints, as
shown in Table 2. On one hand, the monitoring period, the server number P and the
Triggering-Delay Time ADelay were optimized to avoid the repeated adjustment of the
server number in operation. On the other hand, the delay time in the Plan and Execute
processes were optimized to shorten the Self-adaptive Adjusting Time. The system be-
haviors after optimization are shown in Figure 13. As can be seen from Figure 13a, the
number of servers in operation only went through one time of adjustment, and thus the
Self-adaptive Adjusting Time was equal to the Self-adaptive Steady Time. In addition,
the average Self-adaptive Steady Time was shortened to 26.64, compared with the initial
model, as shown in Figure 13b. Back to the SUIS example in Section 2.1, the self-adaptation
strategy can be optimized as “if Util > 85% for 16 unit time, then add ((Util−0.25)/5 + 2)
more VMs”.
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Figure 11. Quantitative analysis of the SUIS example: (a) self-adaptation reachability analysis;
(b) self-adaptation strategy reachability analysis; (c) Triggering-Delay Time Analysis; (d) Uncertainty
Delay Time (Plan) Analysis; (e) Uncertainty Delay Time (Execute) Analysis; and (f) Self-adaptive
Adjusting Time and Self-adaptive Steady Time Analysis.

Figure 12. Time behavior analysis for the SUIS example.

Table 2. Optimization of self-adaptation strategies and time behaviors.

Initial Parameter Configurations Optimized Parameter Configurations

P = (Util-UCL)/5 + 1 P = (Util-UCL)/5 + 2
MPeriod = 5 MPeriod = 2
ADelay = 3 ADelay = 16

DelayPlan~U(1.0, 3.0) DelayPlan~U(1.0, 2.0)
DelayExecute~ N(5.0, 0.1) DelayExecute~ N(2.0, 0.1)
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Figure 13. Time behaviors of the optimized SUIS application: (a) the changes of CPU utilization; and
(b) the average value of TAdjust and TSteady.

As can be seen from the above example application, the created quantitative analysis
templates are effective in analyzing the self-adaptation properties as well as the time
properties of the SAS systems. In addition, the templates can help to optimize the self-
adaptation logic.

5. Experiment Evaluation

The objective of this experiment was to evaluate the effectiveness and efficiency of the
templates created in the Timed-SAS approach. The effectiveness was examined from the
reusability of the modeling and analysis templates, while the efficiency was evaluated from
the modeling and analysis time of the SAS applications.

5.1. Experiment Setting

The experiment was performed in the context of a graduate course called ‘Advanced
Software Engineering’ at Rocket Force University of Engineering, and the participants were
20 graduate students taking the course. The participants were randomly divided into five
groups, and each group was randomly divided into two sub-groups, A and B. During
the experiment, the participants were asked to finish modeling and formal analysis of
five classical SAS applications, i.e., Body Sensor Network [25], Fire Detection System [18],
Znn.com [20], Lon893OPCServer [26], and SUIS in Section 2.1.

According to the experiment design in Table 3, the experiment was carried out fol-
lowing five steps. In the first step, all the 20 participants equally received a 2-h lecture on
the SAS systems and the MAPE-K architecture. Then, they were trained in a 6-h course
to understand and to use the NPTA model and the UPPAAL-SMC tool. Notably, none of
them was trained with the Timed-SAS approach in the above training. In the third step,
each group selected one SAS application at random. The selection results were shown in
Table 3, with specific modeling and analysis requirements set for each SAS application
(https://github.com/DeshuaiHan/Timed-SAS-templates-and-examples). In the subse-
quent fourth step, each group was asked to finish modeling and formal analysis of the
corresponding application in 4 h. Among each of the groups, Sub-group A was asked to use
the templates created in the Timed-SAS approach, while Sub-group B was asked to directly
use the NPTA model. Finally, in the fifth step, two teachers, who were not involved in the
Timed-SAS project, were asked to check the finished tasks according to a set of concrete
criteria (https://github.com/DeshuaiHan/Timed-Timed-SAS-experiment-evaluation).

https://github.com/DeshuaiHan/Timed-SAS-templates-and-examples
https://github.com/DeshuaiHan/Timed-Timed-SAS-experiment-evaluation
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Table 3. Design of the experiment.

Steps Group 1 (A, B) Group 2 (A, B) Group 3 (A, B) Group 4 (A, B) Group 5 (A, B)

1st Step: SAS training Lectures on the SAS systems and the MAPE-K architecture (2 h)
2nd Step: Formal method training Training on the NPTA formal model and the UPPAAL-SMC tool (6 h)

3rd Step: Application selection Znn.com [20] Lon893OPCServer
[26]

Body Sensor
Network [25]

Fire Detection
System [18] SUIS

4th Step: Formal modeling and analysis Formal modeling and analysis with the Timed-SAS approach and the NPTA model, respectively
(limited in 4 h)

5th Step: Results analysis Checking the modeling and formal analysis results
(i.e., work quality, finishing time, and template reusability).

5.2. Experiment Results and Discussion

After the experiment, we obtained two set of results for each example application
(https://github.com/DeshuaiHan/Timed-Timed-SAS-experiment-evaluation). Due to
space limitations, we only present the analysis results for each case study.

5.2.1. Data Analysis

According to the checking results of two teachers, Tables 4 and 5 were created. As
shown in Table 4, Sub-group A of the five groups, who used the templates of the Timed-SAS
approach, all finished modeling and formal analysis of the specified SAS applications, and
the average working time was 60.2 min. As for Sub-group B, who directly used the NPTA
model, three of five sub-groups (i.e., Group 1-B, Group 2-B and Group 4-B) finished the
specific tasks, and the average finishing time was 155.3 min. The other two sub-groups
failed in the specific tasks because of timeout (i.e., Group 3-B) or unqualified work (i.e.,
Group 5-B).

Table 4. The finishing time and work quality for each case study.

SAS Applications Modeling and Analysis with
the Timed-SAS Approach

Modeling and Analysis with
the NPTA Model

Znn.com [20] 63 min (Group 1-A) 195 min (Group 1-B)
Lon893OPCServer [26] 52 min (Group 2-A) 163 min (Group 2-B)

Body Sensor Network [25] 75 min (Group 3-A) /(Group 3-B)
(out range of 4 h)

Fire Detection System [18] 45 min (Group 4-A) 108 min (Group 4-B)

SUIS 66 min (Group 5-A) /(Group 5-B)
(105 min, but unqualified)

Average time 60.2 min 155.3 min

Table 5. The template reusability for each example application.

SAS Applications MAPE-K Uncertainty MPeriod ADelay DelayPlan DelayExecute TAdjust TSteady

SAS
Reachabil-

ity

Strategy
Reachabil-

ity

Znn.com [20]
√ √ √ √ √ √ √ √ √ √

Lon893OPCServer [26]
√ √ √ √ √ √ √ √ √ √

Body Sensor Network [25]
√ √ √ √ √ √ √

–
√ √

Fire Detection System [18]
√

–
√ √ √ √ √

–
√ √

SUIS
√ √ √ √ √ √ √ √ √ √

Number of uses 5/5 4/5 5/5 5/5 5/5 5/5 5/5 4/5 5/5 5/5

Note: 1. MAPE-K: Modeling templates for MAPE-K processes; 2. Uncertainty: Modeling templates for uncertainty
environment; 3. MPeriod: Modeling and analysis templates for MPeriod; 4. ADelay: Modeling and analysis templates
for ADelay; 5. DelayPlan:Modeling and analysis templates for DelayPlan; 6. DelayExecute: Modeling and analysis
templates for DelayExecute; 7. TAdjust: Modeling and analysis templates for TAdjust; 8. TSteady: Modeling and
analysis templates for TSteady; 9. SAS reachability: Self-adaptation reachability analysis; 10. Strategy reachability:
Self-adaptation reachability analysis.

√
: shows that the template is useful in the example. –: shows that the

template is not useful in the example.

Table 5 details the reusability for each template created in the Timed-SAS approach.
Notably, all the templates were reused in three applications (i.e., the application of Znn.com,

https://github.com/DeshuaiHan/Timed-Timed-SAS-experiment-evaluation
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Lon893OPCServer and SUIS). For the above three applications, the templates were directly
reused after modifying parameters. In the application of Fire Detection System, the Uncer-
tainty Environment template was not useful, as the danger of fire was a determined value
of 0 or 1. In the application of Fire Detection System and Body Sensor Network, the Self-
adaptive Steady Time Analysis template was not useful, as the two systems were not closed
loop feedback systems. In addition, the NTA model for Fire Detection System in Figure 14,
was an instantiated and simplified version of the templates in Figure 8. From the above
application and instantiation, we can conclude that the templates created in Timed-SAS
can cover modeling and formal analysis requirements of the five example applications.

Figure 14. Modeling the Fire Detection System by reusing and simplifying the templates of Timed-
SAS: (a) reusing the templates of Monitor and MPeriod; (b) reusing and simplifying the templates of
Analyze and ADelay; (c) reusing and simplifying the templates of Plan and DelayPlan; and (d) reusing
and simplifying the templates of Execute and DelayExecute.

5.2.2. Experiment Results

Considering the experiment objective mentioned at the beginning of this experiment,
i.e., evaluating the effectiveness and efficiency of the templates created in the Timed-SAS
approach, we discuss the experiment results in this subsection.

Effectiveness. The effectiveness is examined from the template reusability. According
to Tables 4 and 5, the templates created in the Timed-SAS approach can be directly instan-
tiated and reused and can satisfy the modeling and formal analysis requirements of the
general SAS systems. In addition, from the application in Sections 4.2.3 and 4.3.2, it can be
seen that the templates help to reduce modeling and formal verification difficulties of the
time behaviors, and to optimize the self-adaptation logic. Thus, the templates created in
the Timed-SAS approach are effective.

Efficiency. Similarly, the efficiency depends on the formal modeling and analysis
time with the templates. According to Table 4, the average working time when using the
templates was shortened by 61.24%, compared with directly using the NPTA model. Thus,
the Timed-SAS approach has a distinct advantage in improving the formal modeling and
analysis efficiency of the SAS time behaviors.

5.2.3. Discussion

Strengths. The above experiment evaluation has demonstrated that the templates
created in the Timed-SAS approach are effective to describe and analyze the self-adaptation
processes, the time behaviors, and the uncertainty environment of the SAS systems. The
templates can help to reduce formal modeling and analysis difficulties and improve the
modeling and analysis efficiency of the SAS systems.

Weakness. The experiment evaluation also reveals one deficiency of the Timed-SAS
approach. Currently, the NPTA model still lacks an effective mechanism to handle high
system complexity. To make up for this deficiency, we made a preliminary study [21] with
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the stepwise refinement mechanism of the Event-B model [27]. In future work, we will
attempt to integrate the Timed-SAS approach with the Event-B model.

5.3. Threats to Validity

The validity of our controlled experiments may be subject to the following threats:
Construct validity. This kind of validity analyzes the relationship between theory and

observation. The above experiment was conducted to evaluate the effectiveness and effi-
ciency of the created templates. The concepts of “effectiveness” and “efficiency” are broad
and general and are prone to construct validity. To minimize this threat, the effectiveness
was examined from the template reusability, and the corresponding evaluation metrics
were concrete and quantifiable; while the efficiency was evaluated with the modeling and
analysis time of the SAS applications, which was also a quantitative metric.

Internal validity. As for internal validity, the manual assessment of tasks in the fifth
step of the experiment (i.e., results analysis in Table 3) is prone to errors and bias. To reduce
this kind of threat, the task assessment was conducted by two domain experts who were
not directly involved in our project. In addition, the assessment followed a blind procedure.

External validity. External validity refers to the generalizability of the experiment
conclusions. In this study, we performed the experiments with five classical self-adaptive
software scenarios, and the experiment results are satisfactory. However, the backgrounds
of the experiments’ subjects are limited. In the above experiments, we chose 20 grad-
uate students as subjects, but the modeling and quantitative analysis templates of the
Timed-SAS approach is designed not only for students but also for industrial software
developers. In the future, we plan to conduct more experiments with subjects from the
industrial community.

6. Related Work and Discussion

Recently, the study on the SAS systems has become a hot topic in the software en-
gineering community. Particularly, formal methods for the SAS systems are attracting
increasing interest. The self-adaptive software community has made several comprehen-
sive surveys [28–30], focusing on modeling dimensions, engineering approaches and formal
methods of self-adaptive systems, respectively. This study focuses on formal modeling and
analysis of the self-adaptation processes and the time behaviors for the SAS systems, and
we review studies that are relevant to our Timed-SAS approach.

Formal modeling and verification on the self-adaptation processes. In order to for-
mally describe and verify the self-adaptation processes, researchers have proposed many ap-
proaches, such as the CSP-based approaches [31,32], the Petri-Net based approaches [33,34],
the NTA-based approaches [10–12], the Event-B based approaches [18,21,35], the ap-
proaches based on domain specific language [36,37], etc. One popular approach is the
NTA-based approach, owing to its simplicity and ease-of-use features. On basis of the
timed automata model, the AdaptWise research group of Linnaeus University proposed
the ActivFORMS approach [10], the MAPE-K formal templates [11], and the eARF ap-
proach [12] for the SAS systems. The above research concentrates on formal modeling and
verification of the dynamic self-adaptation processes, but they lack a systematic definition
and description on the time behaviors within the SAS systems. In addition, model checking
of the above formal models encounters the problem of state–space explosion when system
scales increase. By contrast, our Timed-SAS approach provides a systematic definition
on the time behaviors within the SAS systems and supports formal modeling and quan-
titative analysis of the dynamic self-adaptation processes as well as the time behaviors.
Furthermore, the Timed-SAS approach can avoid the state–space explosion problem with
the Statistical Model Checking technique.

Formal modeling and verification on the time behaviors of the SAS systems. Time
behavior is an important characteristic for the self-adaptive systems. Ji Zhang and BHC
Cheng [38] have long pointed out the need to specify the adaptation requirements with
temporal logic. Furthermore, they have proposed the Adapt operator-extended LTL (A-
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LTL) [39] to specify adaptation semantics. Similarly, Zhao et al. [40] have proposed the
mode-supported Linear Temporal Logic (mLTL) to specially describe global specifications
of the self-adaptive software. The above studies have treated time behaviors as first-class
elements to handle, but they lack a systematic definition on the time behaviors within
the SAS systems. As for definitions on the time behaviors, the authors in [18] defined
the time behaviors of deadline, delay, and expiry for the self-adaptive systems. On the
basis of these definitions, the authors proposed to extend the Event-B model with timing
semantics, and defined the refinement patterns for deadline, delay and expiry, which can
reduce modeling difficulties of time behaviors. Unfortunately, the above modeling patterns
cannot describe the time behaviors under uncertainty environment. Apart from definitions
on the deterministic time behaviors, we have defined the uncertainty time behaviors to
describe the delay time under uncertainty environment.

Quantitative analysis on the SAS systems. In order to quantitatively analyze the
system behaviors under uncertainty, the researchers have proposed the Probabilistic Model
Checking based approaches [41–44] for the SAS systems. These approaches possess the
advantages of automatic analysis and quantitative verification and can avoid the state–space
explosion problem of model checking. However, there is still a lack of quantitative metrics
to evaluate the self-adaptation logic [45]. To make up for this deficiency, we proposed the
metrics of Self-adaptive Steady Time and Self-adaptive Adjusting Time, which can be used
to quantitatively evaluate the performance and response time of the self-adaptation logic.
Furthermore, on the basis of the Statistical Model Checking technique, we created a set
of quantitative analysis templates to analyze the self-adaptation properties and the time
properties under uncertainty.

To summarize, our work concentrated on definition, formal modeling and quantitative
analysis of the self-adaptation processes and the time behaviors for the SAS systems. To the
best of our knowledge, this is the first attempt to systematically tackle the time behaviors
within the SAS systems.

7. Conclusions and Future Work

Formal modeling and quantitative analysis of time behaviors is of vital importance for
the SAS systems. However, few studies have systematically considered the time behaviors,
especially the uncertainty delay time constraints within the self-adaptation loops. To this
end, the Timed-SAS approach, which supports definition, formal modeling, quantitative
analysis and optimization for the time behaviors of the SAS systems, was proposed in this
paper. The Timed-SAS approach was created based on the commonly used MAPE-K self-
adaptive software architecture, and its contribution is two-fold: the approach provides a
systematical definition on the time constraints within each MAPE-K process and on the time-
based evaluation metrics for the self-adaptation loops, and presents a set of formal modeling
templates and quantitative analysis templates for the time behaviors within the SAS systems.
The defined time constraints can be used to depict the deterministic time constraints,
and the uncertainty time constraints within the self-adaptation processes; the time-based
evaluation metrics can be used to evaluate the performance and response-time of the
self-adaptation loops and the self-adaptation strategies; and the modeling and quantitative
analysis templates can consolidate design knowledge for reuse, and can alleviate modeling
difficulty and improve modeling efficiency of the SAS systems. Furthermore, the Timed-
SAS approach can be used to optimize the self-adaptation strategies of the SAS systems.
We evaluated the Timed-SAS approach with several example applications and a subject-
based experiment. The results demonstrated that the Timed-SAS approach can satisfy
modeling requirements of the SAS time behaviors, and effectively reduce the modeling and
quantitative analysis difficulty of the SAS time behaviors.

In future work, we will continue to study the formal analysis of self-adaptation
properties, simplify the quantitative analysis complexity and enrich the verifiable self-
adaptation properties.
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