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Abstract: Cellular automata (CA) are abstract computational models of dynamic systems that change
some features with space and time. Music is the art of organising sounds in space and time, and
it can be modelled as a dynamic system. Hence, CA are of interest to composers working with
generative music. The art of generating music with CA hinges on the design of algorithms to evolve
patterns of data and methods to render those patterns into musical forms. This paper introduces
methods for creating original music using partitioned quantum cellular automata (PQCA). PQCA
consist of an approach to implementing CA on quantum computers. Quantum computers leverage
properties of quantum mechanics to perform computations differently from classical computers, with
alleged advantages. The paper begins with some explanations of background concepts, including CA,
quantum computing, and PQCA. Then, it details the PQCA systems that we have been developing
to generate music and discusses practical examples. PQCA-generated materials for Qubism, a
professional piece of music composed for London Sinfonietta, are included. The PQCA systems
presented here were run on real quantum computers rather than simulations thereof. The rationale
for doing so is also discussed.

Keywords: quantum computing applications; partitioned quantum cellular automata; cellular au-
tomata music; quantum computer music; generative music

1. Introduction

In this paper, we report on our research into harnessing quantum computing for
creating original music.

The great majority of research in artificial intelligence (AI) for musical composition
has been focused on developing systems for imitating the style of existing music [1]. For
instance, ref. [2] introduced a system that analysed given pieces of music and recombined
the identified musical elements into new pieces, which sounded like the originals. This
system used a recombination algorithm informed by augmented transition networks (ATN).
These were originally developed for linguistics to analyse the structure of sentences [3].
More recently, ref. [4] introduced a system based on deep learning neural networks [5]
to compose tunes imitating the ones used for training the network. An overview of deep
learning models for music composition is available in [6].

Indeed, state-of-the-art AI is capable of generating convincing musical compositions [1,7].
However, the work reported here is not aimed at systems to imitate existing repertoires.
We are interested in developing AI technology to support the creation of innovative music
instead. Examples of previous work in this vein are sparse. A notable system, Fractal Mu-
sic [8], generates music from fractals [9]. Moreover, [10] introduced CAMUS, a system that
generated music using cellular automata (CA) [11]. This system inspired the development
of the systems reported in the present paper.

Quantum computing is an emergent technology, which is advancing rapidly. It
promises a number of advantages for certain computational tasks, which current digital
processors struggle to realize. For instance, the simulation of molecules for drug discovery
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and development is computationally very demanding, even for current supercomputers.
Quantum computing brings new approaches to optimise this, which will enable drugs to
be developed faster and more effectively [12].

For music, quantum computers will bring considerable processing speed and capacity
to handle increased quantities of data simultaneously. This is bound to impact future
music recommendation systems [13]. Furthermore, and perhaps more significantly, this
new technology is bound to foster new approaches to making music, which would be
unlikely otherwise. For instance, whereas ref. [14] developed a quantum computing music
sampler called QuiKo, ref. [15] developed the concept of a Qeyboard, a quantum musical
instrument. Moreover, [16] developed Quantum Music Playground, an educational tool for
learning quantum computing concepts through music. This paper introduces a system for
composing music using partitioned quantum cellular automata (PQCA) [17]. It follows
from preliminary work introduced in [18].

Music is the art of organising sounds in space and time [19,20]. CA are abstract
computational models of systems that change some features with space and time [11].
Pragmatically, CA models are useful because they generate patterns of data that can be
translated into music [21–23]. Quantum versions of CA have been developed to simulate
quantum mechanical phenomena; e.g., quantum lattice gases [24], hence our rationale for
exploring PQCA to generate music.

We begin with a brief explanation of quantum computing, CA and quantum CA. Then,
we present the new PQCA models that we developed for musical composition and show
practical examples produced for a musical composition entitled Qubism We end the paper
with concluding remarks and directions for further development.

2. Background
2.1. Cellular Automata (CA)

CA are discrete dynamical systems often described as counterparts to partial differen-
tial equations, which are suitable for modelling continuous dynamical systems. CA have
been used to model phenomena in a variety of fields, including image processing [25],
ecology [26], biology [27], sociology [28] and vocal production [29].

Stanislaw Ulam and John von Neumann conceived the notion of CA in the 1960s [30].
They were looking into developing self-reproducing machines. They built a model consist-
ing of a grid of cells. Each cell could assume several values representing the components
from which they built an abstract self-reproducing machine. Completely controlled by a
set of simple rules, the machine was able to make identical copies of itself at other locations
on the grid.

In practice, a CA model is often implemented as an arrangement of identical cells that
influence one another. This arrangement usually forms either a one-dimensional bar or a
two-dimensional grid of cells, respectively. However, in theory, there could be any number
of dimensions. An algorithm expressing transition rules operates on all cells simultaneously
to alter their values. The transition rules take into account the values of cells that are next
to or surrounding each cell.

The number of possible values for the cells might simply be the two numbers one
and zero (e.g., representing on and off switches), but it can be any amount. Cell values
can represent objects, properties or processes, depending on what is being modelled. For
instance, if each cell stands for a portion of a landscape, then a certain value might represent
the type of vegetation that is growing in the area.

The functioning of a CA-based system is normally monitored on a computer screen as a
sequence of changing patterns, following the tick of a virtual clock, like in an animated film.

Figure 1 shows an example consisting of a bar of cells, each of which can have the
value either zero or one, represented by the colours white or black, respectively. From a
given overall initial configuration of values, all cells change simultaneously at each tick t of
the virtual clock.
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Figure 1. An example of a one-dimensional CA consisting of a bar of 13 cells.

An example of two-dimensional CA, known as Conway’s Game of Life [31], is shown in
Figure 2. The system CAMUS, mentioned earlier, uses Game of Life to generate music [10].

Figure 2. An example of a two-dimensional CA consisting of a grid of 36 cells.

2.2. Quantum Computing

The basic unit for representing information in a quantum computer is the qubit. A
qubit is to a quantum computer what a bit is to a digital computer. However, qubits
operate at the atomic or even subatomic level. Therefore, they are subject to the laws of
quantum mechanics, with their properties of superposition and entanglement. In quantum
mechanics, an object does not exist in a determined state. Its state is unknown until one
observes it.

The state of a qubit lives in a two-dimensional complex vector space, referred to as a
two-dimensional Hilbert space. The canonical basis vectors in a Hilbert space are notated
as |0〉 and |1〉. This notation, referred to as the Dirac notation, provides an abbreviated way
to represent a vector. For instance, |0〉 and |1〉 represent the vectors shown in Equation (1):

|0〉 =
[

1
0

]
and |1〉 =

[
0
1

]
(1)

The general state |ψ〉 of a qubit is written as a linear combination of the basis vectors
as follows: |ψ〉 = α |0〉+ β |1〉 with α, β ∈ C and |α|2 + |β|2 = 1. This linear combination
expresses a state of superposition.

In a nutshell, qubits process information in a state of superposition. However, they
will return binary numbers (zeros and ones) when we read them. In quantum computing
terminology, the act of reading qubits is referred to as projective measurement.

Not expressed in the equation for |ψ〉 above, however, is the phase of the qubit. To
visualize this, let us consider a single qubit as a transparent sphere with opposite poles.
From its centre, the vector |ψ〉 can point to anywhere on the surface. This sphere is called
the Bloch sphere and the vector is referred to as a state vector (Figure 3). The angle ϕ defines
the phase.
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Figure 3. A Bloch sphere representing a single qubit. Source: Smite-Meister, https://commons.
wikimedia.org/w/index.php?curid=5829358 (accessed on 2 January 2023).

Quantum computers are programmed by applying sequences of unitary linear opera-
tions U to state vectors: |ψ′〉 = U |ψ〉. Programming languages for quantum computing
provide a number of such linear operators, referred to as gates. For instance, the X gate
rotates the state vector by 180 degrees around the x-axis of the Bloch sphere. Thus, if the
qubit vector is pointing to |0〉, then this gate flips it to |1〉: |1〉 = X |0〉, and vice versa,
|0〉 = X |1〉.

A parametric rotation Rx(θ) gate is typically available for quantum programming,
where the angle for the rotation around the x-axis is specified. Similarly, there are Rz(ϕ)
and Ry(θ) gates for rotations on the z-axis and y-axis of the Bloch sphere.

Mathematically, quantum gates are represented as matrices. For instance, the X gate,
which flips the state of a qubit is represented as shown in Equation (2). In this case, gate
operation is represented mathematically as the multiplication of a matrix (gate) by a vector
(qubit state).

X =

[
0 1
1 0

]
(2)

Thus, the application of an X gate to |0〉 is written as shown in Equation (3):

X(|0〉) =
[

0 1
1 0

]
×
[

1
0

]
=

[
0
1

]
= |1〉 (3)

An important gate for quantum computing is the Hadamard gate, referred to as the H
gate. It has the matrix shown in Equation (4).

H =


1√
2

1√
2

1√
2
− 1√

2

 =
1√
2

[
1 1
1 −1

]
(4)

The application of the H gate to a qubit pointing to |0〉 puts it in superposition, right
at the equator of the Bloch sphere. That is, it puts the qubit into a balanced superposition
state consisting of an equal-weighted combination of two opposing states, where |α|2 = 0.5
and |β|2 = 0.5. This is depicted in Equation (5):

H(|0〉) = 1√
2
(|0〉+ |1〉) (5)

Gates can also operate on multiple qubits. For instance, the controlled X gate (also
known as CX or CNOT gate) puts two qubits in entanglement. The CX gate applies an

https://commons.wikimedia.org/w/index.php?curid=5829358
https://commons.wikimedia.org/w/index.php?curid=5829358
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X gate on a qubit only if the state of another qubit is |1〉. Thus, this gate establishes a
dependency (or a correlation) of the state of one qubit with the value of another (Figure 4).

In practice, any quantum gate can be made conditional, and entanglement can take
place between more than two qubits.

|0〉

|0〉

q0

q1

Figure 4. Circuit representation of the CX gate. In this case, q1 will be flipped only if q0 is |1〉.

Quantum processing with multiple qubits is represented using tensored vectors. A
tensored vector is the result of the tensor product (represented by the symbol

⊗
) of two or

more vectors. A system of two qubits looks like |0〉 ⊗ |0〉, but it is normally abbreviated to
|00〉. It is useful to study the expanded form of the tensor product to follow how it works.
For instance, see Equation (6).

|01〉 = |0〉 ⊗ |1〉 =
[

1
0

]
⊗
[

0
1

]
=


1 × 0
1 × 1
0 × 0
0 × 1

 =


0
1
0
0

 (6)

Furthermore, let us consider two qubits |q1〉 and |q0〉 with state vectors |Ψ〉 and |Φ〉,
respectively. These are shown in Equation (7). Moreover, Equation (8) describes a system
with two qubits |q1〉 and |q0〉, combining the state vectors |Ψ〉 and |Φ〉.

|Ψ〉 = α |0〉+ β |1〉 for q0

|Φ〉 = γ |0〉+ δ |1〉 for q1

(7)

|Ψ〉 ⊗ |Φ〉 = αγ |00〉+ αδ |01〉+ βγ |10〉+ βδ |11〉 (8)

In fact, Equation (8) represents a new quantum state with four amplitude coefficients
(Equation (9)). Thus, Equation (10) expresses that each of the four quantum states has an
equal probability of 25% each of being returned.

|Ω〉 = ω0 |00〉+ ω1 |01〉+ ω2 |10〉+ ω3 |11〉 (9)

|Ω〉 = 1
4
|00〉+ 1

4
|01〉+ 1

4
|10〉+ 1

4
|11〉 (10)

Now, it should be straightforward to work out how to describe quantum systems with
more qubits. For instance, Equation (11) depicts a quantum system with four qubits:

|B〉 = β0 |0000〉+ β1 |0001〉+ β2 |0010〉+ β3 |0011〉+
β4 |0100〉+ β5 |0101〉+ β6 |0110〉+ β7 |0111〉+

β8 |1000〉+ β9 |1001〉+ β10 |1010〉+ β11 |1011〉+
β12 |1100〉+ β13 |1101〉+ β14 |1110〉+ β15 |1111〉

(11)

A linear increase in the number of qubits extends the capacity of representing informa-
tion on a quantum computer exponentially [32]. With a quantum system composed of n
qubits, their joint state space is given by the tensor product of their individual state spaces
and has dimension 2n. With qubits in superposition, a quantum computer can consider all
possible values of some input data simultaneously.
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The evolution of many qubits interacting with each other is given by a global expo-
nentially large unitary operator acting on the entire joint exponentially large state space.
The larger this space, the harder for classical computers to process; hence, in principle, the
advantage of quantum computers over digital classical ones.

A quantum program is often depicted as a circuit with sequences of quantum gates
operating on qubits (Figure 5). Typically, the qubits start in the state |0〉. When the qubits
are read, the results can be stored in standard digital memory, which is accessible for
further handling.

|0〉

|0〉

|0〉

|0〉

|0〉

q0

q1

q2

q3 H

q4 H X X X

Figure 5. An example of a quantum circuit showing a sequence of quantum gates, the first of which
are two H gates applied to q3 and q4, followed by a CX gate with q4 as a control to flip the state of q0

and so on.

Quantum algorithms require a different way of thinking from the way one normally
approaches programming. For instance, it is not possible to store quantum states in a
“working memory” (classically) for access later in the algorithm. This is due to the so-called
non-cloning principle of quantum mechanics, which states that it is impossible to create an
independent and identical copy of an arbitrary unknown quantum state. For an in-depth
theoretical introduction to quantum computing, please refer to [32–34].

3. Partitioned Quantum Cellular Automata

Quantum cellular automata (QCA), as its name suggests, are CA for quantum comput-
ers. Actually, they were introduced as an alternative paradigm for quantum computation
and were shown to be universal: QCA can function as a quantum Turing machine. Please,
refer to [35] for a theoretical discussion about QCA and universal computation.

In QCA, the cells are implemented as qubits. However, implementing a QCA with
currently available quantum hardware is not trivial. The difficulty lies in updating all cells,
or qubits, at the same cycle. For instance, if we attempt to implement a quantum version of
any classical CA algorithm, we would need to store a copy of the original state of a qubit to
update the others. However, this is not allowed with a quantum computer because of the
non-cloning principle mentioned earlier [32].

A number of approaches have been proposed to get around the difficulty men-
tioned above [35]. One of them is referred to as partitioned quantum cellular automata
(PQCA) [17,36].

This section introduces the basics of PQCA. For a rigorous theoretical discussion please
refer to [17,36], in particular, to learn more about their nonclassical behaviour. Here, we
focus on the practical aspects of implementing PQCA.

To recapitulate, a CA at a certain time t is characterized by two properties: its current
state and an update step that establishes the values of the cells at time t + 1. Thus, we need
to apply an update circuit to all qubits of the automaton simultaneously at each time step.

In PQCA, we first define one or more partition schemes to split an arrangement of cells
into tessellating supercells. Then, a global update circuit is built from update frames. These
update frames are defined using the partitions and local circuits.

3.1. One-Dimensional PQCA

As an example, consider a one-dimensional PQCA characterised by a bar of twelve
cells. This is depicted in Figure 6.
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Figure 6. A bar of twelve cells.

Figure 7 shows two examples of partition schemes. At the top is a partition consisting
of six supercells, two cells long each. Let us notate this as follows:

{[1, 2], [3, 4], [5, 6], [7, 8], [9, 10], [11, 12]} (12)

At the bottom is a shifted version of the partition:

{[2, 3], [4, 5], [6, 7], [8, 9], [10, 11], [12, 1]} (13)

Figure 7. At the top is a bar of twelve cells partitioned into six supercells, two cells long each. At the
bottom is a shifted version of the partition.

Let us define a local circuit for the one-dimensional PQCA considering the partitions
shown in Figure 7. A local circuit needs to have the same number of qubits as the number
of cells in the target supercells. In this case, we are working with supercells that are two
cells long each. Therefore, the local update circuit must work with two qubits. Figure 8
shows a two-qubit circuit, with a H and a CX gate, respectively. This local circuit is then
tessellated through the supercells forming an update frame.

|0〉

|0〉

q0 H

q1

Figure 8. A simple local updating circuit for a supercell comprising two qubits.

A global update circuit can and should include more than one update frame. Figure 9
shows an example of a global update circuit using two update frames, one based on the
partition shown at the top of Figure 7 and the other using a shifted version of the partition,
which is shown at the bottom of the figure. For this example, we used the same local circuit
for both update frames, but we could have used two distinct local circuits instead.

An example showing four cycles of the PQCA from given initial cell values—or qubit
states—is shown in Figure 10. The automaton applies the global update circuit to the
current qubit states, and the measured output is used to set the qubits with states for the
next cycle and so on.
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|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

q0 H

q1 H

q2 H

q3 H

q4 H

q5 H

q6 H

q7 H

q8 H

q9 H

q10 H

q11 H

Figure 9. An example of a global quantum circuit for a one-dimensional PQCA.

Figure 10. An example of five cycles of a one-dimensional PQCA. (Note: the colours of the squares
stand for the measured values of the automaton. A black cell represents the number 1 and a white
one the number 0.)

3.2. Two-Dimensional PQCA

As an example of a two-dimensional PQCA, let us consider a 4× 4 grid of cells, as
shown in Figure 11.

Figure 11. A grid of 4× 4 cells for a two-dimensional PQCA.

Figures 12 and 13 show two examples of partitions: one is a partition of the grid
into horizontal strips, and the other into vertical strips, respectively. Effectively, Figure 12
constitutes eight supercells, each of which is formed by two cells. In addition, Figure 13
has four supercells, each of which is formed by four cells.
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Figure 12. A grid of 4× 4 cells partitioned into horizontal pairs of cells.

Figure 13. A grid of 4× 4 cells partitioned into vertical strips of four cells each.

In the same spirit of one-dimensional PQCA, let us define a global update circuit for
the two-dimensional PQCA shown in Figure 11.

For this example, we defined two local circuits, one for each of the partitions. Figures 14
and 15 show the local circuits for the partitions in Figures 12 and 13, respectively. They
yield two update frames, which combined result in the global update circuit with 16 qubits,
as shown in Figure 16. An example of a pattern produced by this two-dimensional PQCA
is shown in Figure 17.

|0〉

|0〉

q0 H

q1

Figure 14. Local update circuit made of two qubits.

|0〉

|0〉

|0〉

|0〉

q0 H

q1

q2 H

q3

Figure 15. Local update circuit made of four qubits.
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|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

q0 H H

q1 H

q2 H H

q3 H

q4 H

q5

q6 H

q7

q8 H H

q9 H

q10 H H

q11 H

q12 H

q13

q14 H

q15

Figure 16. An example of a global update circuit for a two-dimensional PQCA.

Figure 17. A pattern produced with nine cycles of the global update circuit shown in Figure 16. All
cells started with |0〉.

4. Music Mapping

The art of generating music with CA hinges on the methods to convert their outputs
into patterns of musical notes. It is here that composers can experiment with different
mapping designs. An example developed to make music with the Game of Life CA (shown
in Figure 2) is discussed in [10]. A preliminary mapping design for PQCA was presented
in [18].

This section presents the mapping schemes developed to generate musical forms for a
piece for a chamber ensemble, composed for London Sinfonietta, entitled Qubism.

We developed two distinct mapping schemes: one for the one-dimensional and another
for the two-dimensional PQCA, respectively.
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4.1. One-Dimensional PQCA Mapping

A bar of 18 cells forms the one-dimensional PQCA. The mapping scheme generates
clusters of musical notes. Each cycle of the PQCA produces an eighteen-bit long bitstring,
which is converted into either a cluster or a rest (i.e., silence).

A cluster is a group of notes that are played simultaneously. It can have up to 12 notes.
Conversely, a rest is when a cycle does not generate any notes at all.

To encode musical information, the bitstring is split into four sections (Figure 18). Each
section forms a code representing a property of the cluster, as follows (the bit order is from
the left to the right of the bitstring):

• Code A (bits 1 and 2) defines the source of the notes. There are four different sources
to choose from (Figure 19).

• Code B (bits 3, 4 and 5) defines the duration of the cluster. There are eight different
durations to choose from (Figure 20).

• Code C (bit 6) = rest switch.
• Code D (bits from 7 to 18) defines the notes of the cluster; these notes are picked from

the source defined by code A

Figure 18. Coding scheme for representing a cluster of musical notes.

The pitches for a cluster are picked from one of four sources, according to code A.
Hence, this code requires two bits to encode four options. The sources can be customised.
The composition Qubism used two sets of sources, one of which is shown in Figure 19.

Figure 19. A set of four sources of pitches to build clusters.

There are eight options for the duration of a cluster, which are defined by code B
(Figure 20). It requires three bits to encode eight options. Moreover, code C establishes if
the respective cluster is active (code C = 1) or constitutes a rest (code C = 0).

Figure 20. One-dimensional PQCA codes for note durations.
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Note that in Figure 19, the sources are already displayed as clusters of twelve pitches.
Formed by the last twelve bits of the bitstring (from 7 to 18), code D defines which notes in
the selected source will constitute the resulting cluster.

The positions of digits “1” in the string (from the left to the right) correspond to the
positions of the notes to be picked from the source (from the bottom to the top). For instance,
let us consider code D = {011001001001}. This instructs the system to pick the second,
third, sixth, ninth and twelfth notes to form the cluster, as illustrated in Figure 21. However,
if code C = 0, then the system would output a rest, respective to the duration of the cluster
instead. A real example is discussed in Section 5.

Figure 21. An example of a cluster generated with A = {11} and D = {011001001001}.

4.2. Two-Dimensional PQCA Mapping

The mapping scheme for the two-dimensional PQCA generates polyphonic musical
segments to be played by an ensemble of instruments.

The PQCA grid should be thought of as a structural frame for a musical segment, and
the values of the cells specify how the contents are arranged in the frame.

The vertical dimension of the grid defines the number of instruments. The horizontal
dimension defines the length of the segment and encodes a transposition coefficient, which
is explained below. As a default, the scheme is set to associate each column of the grid to a
beat in a 4⁄4 measure; this is customisable.

As an example, consider the 8× 4 grid of cells depicted in Figure 22. Let us hypothesise
that this is the output from one PQCA cycle. This grid provides a frame for two 4⁄4 measures.
That is, each cycle of the PQCA will generate two measures of music at a time. Moreover, in
this case, the music will be for four instruments. This particular example yields three notes:
there are three cells that are equal to 1. Two notes are played by instrument number three
and one note by instrument number two. How are the pitches, placements and durations
of the notes calculated?

Figure 22. A 8× 4 grid of cells. Three cells are equal to 1.

Just as in the one-dimensional PQCA mapping (Section 4.1), here we also have sources
of pitches (Figure 23) and codes for durations (Figure 24).

Figure 23. Sources of reference pitches for two-dimensional PQCA.
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Figure 24. Two-dimensional PQCA codes for waits and durations.

4.2.1. Calculating the Pitch of a Cell

The system is programmed with four sources of reference pitches, labelled as 00, 01,
10 and 11, respectively (Figure 23). The sources can hold any number of pitches. In this
example, they hold four pitches each.

To establish which source to pick a reference pitch from, the system builds a two-bit
long code (xy) with the values of the top right (x) and bottom left (y) neighbours of the
respective cell (Figure 25). For instance, in Figure 22, the cell at coordinates (5, 2) yields
the code (10): x = 1 and y = 0. Thus, the system retrieves the first pitch, A3, from source
10. The system loops through a source sequentially; the next time it needs to retrieve a
reference pitch from source 10, it will pick the second one, E4, and so on.

Figure 25. Coding scheme for the two-dimensional PQCA.

In addition to the sources, the system holds a list of transposition coefficients ∆ =
[δ1, δ2, ..., δn]. These coefficients correspond to semitones for transposing a given reference
pitch. That is, the system transposes the selected reference pitch by adding to (or subtracting
from) a transposition coefficient δ.

Let us consider the following example: ∆ = [7,−5, 0, 12, 4, 0, 5,−7]. ∆ must be of the
same length as the horizontal dimension of the grid; in this case, equal to eight. This is
because the x coordinate of the cell defines the index i of ∆[i] to retrieve the respective
coefficient to transpose the pitch. Thus, for cell (5, 2), it will add four semitones (∆[5] = 4)
to pitch A3, resulting in C]4 (Figure 26).

Figure 26. Adding four semitones to pitch A3 results in C]4.

4.2.2. Placing the Pitches in the Frame: Wait and Duration

As mentioned at the beginning of Section 4.2, the 8× 4 grid in Figure 22 defines a
frame for two 4⁄4 measures of music. We have already established that the cell (5, 2) yields
the pitch C]4, which is to be played by the second instrument (counting from the bottom
to the top of the score) of an ensemble of four (Figure 27). To calculate the placement of
this pitch on the frame, the system builds two codes based on the values of the respective
neighbouring cells, as shown in Figure 25: (abc) for waits and (mno) for durations. Thus,
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Wait(5,2) = 000 and Duration(5,2) = 000, which retrieves a minim figure (or a half note in
North American English). In this case, note C]4 starts after two beats from the beginning
and lasts for another two beats. The complete frame with all three notes is shown in
Figure 27. In this example, the cells were processed from the bottom to the top and from
the left to the right of the grid, in this order: (5,2), (2,3) and (6,3).

Figure 27. The musical rendering of the PQCA in Figure 22.

5. Real Examples from Qubism

We are now in a position to examine two real examples of generating musical materials
for the composition Qubism. The first example used a one-dimensional PQCA to generate a
rhythmic sequence of clusters. The second used a two-dimensional PQCA to produce a
polyphonic musical sequence.

5.1. Composing Rhythmic Clusters

The first example used the sources of pitches and duration codes shown in Figures 19
and 20, in Section 4.1.

We partitioned the PQCA bar of 18 cells into nine pairs of supercells. Similarly to the
instance in Figure 7, we defined two partition schemes. One of which was a shifted version
of the other by one cell.

Next, we specified two update frames, one for each of the partitions, and the global
update circuit. Figures 28 and 29 show the respective local circuits for the update frames,
and the global update circuit is depicted in Figure 30.

|0〉

|0〉

q0

q1 Rx(π/4)

Figure 28. The local circuit for the first update frame of the one-dimensional PQCA example.

|0〉

|0〉

q0

q1 H

Figure 29. The local circuit for the second update frame of the one-dimensional PQCA example.

As briefly mentioned in Section 2.2, the qubits in a quantum circuit typically start in
the ground state |0〉. However, here we wanted to initialise the cells of the PQCA with
random values. To this end, we implemented a simple quantum dice [37] to generate truly
random values to initialise them. This resulted in the following initial cell values: [1, 1, 1,
0, 1, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0, 1, 0, 0]. Thus, the system needed to adapt the global update
circuit before sending it to the backend for processing. When a cell was equal to one, the
system added an X gate at the beginning of the circuit to flip the respective qubit to |1〉.
Figure 30 shows the circuit for the first cycle. On the left side of the dashed line are the
gates to initialise the qubits. Such update must be done for every cycle of the PQCA to set
the qubits with the results from the last measurement.
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|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

|0〉

q0 X H

q1 X Rx(π/4)

q2 X H

q3 Rx(π/4)

q4 X H

q5 X Rx(π/4)

q6 X H

q7 Rx(π/4)

q8 H

q9 X Rx(π/4)

q10 X H

q11 Rx(π/4)

q12 H

q13 Rx(π/4)

q14 H

q15 X Rx(π/4)

q16 H

q17 Rx(π/4)

Figure 30. Global update circuit for the one-dimensional PQCA example. On the left side of the red
dashed line are the gates to initialise the qubits.

The circuit (Figure 30) required 18 qubits. It was run on ibmq_toronto, which is a
27-qubit superconducting Falcon processor made by IBM Quantum. We ran it for 50 cycles,
with 30,000 shots per cycle. Figure 31 shows the resulting rhythmic sequence of clusters
and Figure 32 depicts the cellular sequence that produced it.

Figure 31. The resulting rhythmic sequence of clusters.
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Figure 32. The resulting cellular sequence.

5.2. Composing Musical Forms

The two-dimensional example used the sources of reference pitches shown in Figure 23
and the codes for waits and duration shown in Figure 24. The transposition coefficients
were defined as follows: ∆ = [7, 4, 5, 0, 12, 3, 2, 1].

This PQCA used an 8× 12 cellular grid. Therefore, each cycle produced two 4/4 mea-
sures of music for twelve instruments.

We defined two partition schemes, forming 48 supercells each. One scheme parti-
tioned the grid into horizontal pairs and the other into vertical pairs. Then, we defined
two update frames, one for each partition. The respective update circuits are shown in
Figures 33 and 34.

|0〉

|0〉

q0 H

q1

Figure 33. A local updating circuit for the first update frame of the two-dimensional example.

|0〉

|0〉

q0

q1

Figure 34. A local updating circuit for the second update frame of the two-dimensional example.
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The global update circuit is shown in Figure 35. As it requires 96 qubits, only a partial
view of the circuit is printed. Put simply, in the full version, the shown block of 24 qubits
is repeated four times. For this PQCA, the initial values of the entire grid were 0s. It was
run on ibm_washington, which is a 127-qubit superconducting Eagle processor made
by IBM Quantum. We ran it for 50 cycles of 80,000 shots per cycle. Figure 36 depicts the
cellular sequence resulting from the first four cycles of the PQCA and Figure 37 shows
the respective resulting musical forms: there are eight measures of music, two measures
per cycle.

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

|0〉 . . .

q0 H

q1

q2 H

q3

q4 H

q5

q6 H

q7

q8 H

q9

q10 H

q11

q12 H

q13

q14 H

q15

...

...

q88 H

q89

q90 H

q91

q92 H

q93

q94 H

q95

Figure 35. The global update circuit for the polyphonic musical example.

Figure 36. Cellular sequence resulting from the first four cycles of the PQCA.
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Figure 37. Resulting musical form for twelve instruments.
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5.3. Implementation Considerations

The systems were implemented in Python [38] and Qiskit [39], an open-source SDK for
programming quantum computers. The ICCMR team developed and maintain a Python
package for designing and executing PQCA, which is publicly available. The PQCA
package and accompanying tutorials, including music mapping examples, are available
through the ICCMR’s GitHub repository [40,41].

Quantum computing hardware is accessed through IBM Cloud [42]. The global
update circuits are optimised using optimisation tools available through t|ket〉, a software
platform developed by Quantinuum [43]. The optimisation reduces the number of gates in
a quantum circuit and reconfigures it to perform better on specific devices.

The system generates music notation in MusicXML format using Music21, a Python-
based toolkit for computer-aided musicology [44].

6. Concluding Discussion

There have been numerous initiatives to use CA to compose music, e.g., [10,21,22,45–48].
However, to the best of our knowledge, the work presented here, the PQCA package [40]
and the composition Qubism are pioneering the use of quantum CA in music. The PQCA
package [40] is now publicly available for other musicians wishing to explore the fascinating
possibilities offered by quantum CA.

In the introduction, we mentioned that we were interested in developing AI technology
to support musicians to create original music, rather than imitations of existing repertoires.
Moreover, we emphasised the term “support” because we are not interested in systems
that create compositions autonomously.

Music expresses ineffable thoughts, highly personal impressions of the world and
emotions. Of course, music is also logical, systematic and follows guiding rules. Rationality
does play an important role in music composition, especially classical music. However,
music that is generated totally automatically is rather meaningless. Music should be
embedded in cultural and emotionally meaningful contexts, which composers express in
subtle ways, which are largely beyond description. A computer would not be capable
of composing a piece such as Beethoven’s Symphony No. 3 autonomously. Its backstory,
myriad references, drama and so on, are aspects of musicianship that computers, as we
know them today, cannot grasp.

Obviously, composers ought to explore the technologies of their time. Undoubtedly,
the most influential music technology of the 21st century is the computer: a general-purpose
device that can be programmed to generate music following logical operations. Moreover,
computers facilitate musical composition informed by processes and data abstracted from
phenomena other than music. CA models are a case in point.

However, computing technology is constantly evolving, and emerging quantum com-
puters are a nascent technology, which is bound to impact the music industry in the time
to come.

Despite the various theoretical demonstrations and proof-of-principles of the advan-
tages that future quantum computers will bring over existing classical ones (e.g., [49,50]),
we are not in a position here to advocate any quantum advantage for musical applications.
What we advocate, however, is that the music technology community should be quantum-
ready for when quantum computing hardware becomes more sophisticated, widely avail-
able and possibly advantageous for creativity and business. In the process of learning and
experimenting with this new technology, novel approaches, creative ideas and innovative
applications are bound to emerge. Nevertheless, we argue that it would be impossible to
generate the musical examples shown in this paper without a quantum computer.

The methods described in the paper to map PQCA outputs onto music are, of course,
arbitrary. There might be infinite ways of doing this, and it would be untenable to compare
those methods objectively. One could ask: Does the music produced with method “a” sound
more interesting than the music produced with method “b”? To answer this question, we
would need to define “interesting”. This is not trivial. We rather propose that the design of
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such methods should be considered as part of a compositional process. Different composers
or different pieces should explore different methods. In the case of the systems presented
here, they were not designed to produce music ready to be played. We intentionally
designed them to produce material to be further developed by a human composer. Indeed,
the examples in Figures 31 and 37 are sketches for Qubism. Dozens of such sketches were
produced. These were the raw materials for the composition. With these materials, the
composer (E.R.M.) further developed them into a fully fledged piece.
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