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Abstract: The Portable Document Format (PDF) is considered one of the most popular formats due
to its flexibility and portability across platforms. Although people have used machine learning
techniques to detect malware in PDF files, the problem with these models is their weak resistance
against evasion attacks, which constitutes a major security threat. The goal of this study is to introduce
three machine learning-based systems that enhance malware detection in the presence of evasion
attacks by substantially relying on evasive data to train malware and evasion detection models.
To evaluate the robustness of the proposed systems, we used two testing datasets, a real dataset
containing around 100,000 PDF samples and an evasive dataset containing 500,000 samples that
we generated. We compared the results of the proposed systems to a baseline model that was not
adversarially trained. When tested against the evasive dataset, the proposed systems provided an
increase of around 80% in the f1-score compared to the baseline. This proves the value of the proposed
approaches towards the ability to deal with evasive attacks.

Keywords: malicious documents; PDF malware detection; adversarial training; machine learning;
evasion attacks; model robustness; evasion detection; evasive data generation

1. Introduction

In recent years, the threat of cyberattacks has become an increasingly pressing issue
for businesses and individuals alike [1]. As we become more reliant on technology in
our daily lives, the potential for malicious actors to exploit vulnerabilities and disrupt
operations has increased as well, which makes it essential to ensure the security of different
systems. Cyberattacks come in many forms, from phishing and social engineering to
network intrusions and denial of service attacks [2]. However, one of the most common
forms of attacks is through the use of malicious files, which poses a significant risk to
cybersecurity since such files can be used to steal sensitive information, cause system
damage, and disrupt operations [3]. One of the most used file types for spreading malware
is the Portable Document Format (PDF).

The Portable Document Format (PDF) is a popular format used for electronic file
exchange across platforms and applications. The reasons behind this popularity include
the flexibility of the format, its multi-purpose usage, and its independence from operating
systems. Moreover, it supports multiple features like object embedding, system command
injections, and JavaScript functionalities. However, these characteristics offer attackers
additional options to spread malware [4]. Although traditional antivirus tools can detect
malware in PDF files, the fast-evolving nature of cyberattacks gives rise to new types of
attacks that cannot be detected using the traditional signature-based detection methods.
Attackers are constantly developing new tactics and techniques to evade detection, ren-
dering antivirus tools ineffective in detecting the newly emerging or previously unknown
malware signatures [5].

To address this issue, researchers started using machine learning techniques [6–8],
to extract features from PDFs that are useful to differentiate malware from benign files,
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and to use them in the training process of malware classifiers. Machine learning-based
security systems rely on statistical models and algorithms that can learn from data and
adapt to new and emerging attacks. However, machine learning-based security systems
also have their own challenges, as they are prone to adversarial attacks [9] where an attacker
can carefully modify the samples to trick the machine learning model into predicting the
wrong category. As such, the research is currently shifting into building malware classifiers
that are robust against adversarial attacks [10], which is the main objective of this work.

In the context of PDF, evasion attacks are the most popular ones. The use of evasion
attacks against machine learning models is fairly common. The idea behind evasion attacks
is to carefully modify samples’ features so that the model is tricked in the classification
process [11]. In the PDF context, the goal of evasion attacks is to design samples that can
trick the classifier into believing that a malicious file is a benign one or vice versa. A sub-
stantial amount of research has recently focused on making PDF malware classifiers more
robust to evasion attacks. The proposed techniques rely on improved feature engineering,
and on training more complex model architectures [9,12–14]. However, in these studies,
non-evasive data are used for training the models, and evasive data are used to evaluate
their robustness. Li et al. [15] tried to break the loop and performed active learning to deal
with evasion; they assumed that evasive samples cause uncertain malware predictions,
and hence, they require human labeling to check for malware content before retraining the
model on these samples.

In summary, previous works focused on making the malware detectors more robust
in terms of architecture, and some of them labeled the uncertain predictions—considering
that they originate from evasion attacks—and used them for retraining. However, there
are two issues with such an approach, (1) there is a need to identify the range of predicted
scores for the uncertain classification, and (2) there is no guarantee that evasive samples
are the ones falling in the uncertainty region.

To address these issues, we propose the idea of leveraging samples that are known
to be evasive and to perform adversarial learning instead of active learning, where we
train the malware classifier on data containing evasive and non-evasive samples. More-
over, instead of relying on the certainty of the malware classifier’s predictions to detect
evasion, we propose the idea of using this mix of evasive and non-evasive data to build
standalone models that detect evasion. These two missing pieces are the focus of this study,
and accordingly, we propose three approaches.

1. Building a robust malware classifier by performing the training on a mix of evasive
and non-evasive data.

2. Building a hierarchical system that first classifies if a PDF is evasive or not, and then,
checks for malware by forwarding the PDF to a model that deals exclusively with
evasive data or another model that deals only with non-evasive data.

3. Building a multi-label classifier that detects evasion and maliciousness simultane-
ously and independently instead of relying on two dependent models as in the
second approach. This classifier is also trained on a combination of evasive and
non-evasive data.

The building blocks of the three approaches are illustrated in Figure 1.
To implement these approaches, we collected training data from various sources,

and they fall under two categories: evasive and non-evasive.

• Evasive data: these were used for testing or performing attacks on PDF malware
classifiers in multiple previous studies [9,16–19].

• Non-evasive data: we used the Contagio dataset [20] along with the Surrogate dataset [18],
which include benign files from Google, and malicious files from VirusTotal [21].
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Figure 1. Building blocks of the three proposed approaches.

To assess the capabilities of the proposed approaches to detect malware under normal
circumstances, as well as when dealing with evasive PDF files, we evaluated two datasets.
The first one contains more than 100,000 samples collected from the network of a large
university campus for 6 days [22]. The second one contains 500,000 evasive samples that
we generated using a Tabular Variational AutoEncoder (TVAE) model [23] by relying on
the Synthetic Data Vault (SDV) library [24]. Both test cases confirmed the robustness and
reliable performance of the proposed approaches on all metrics. We compared the results
with a baseline model that was trained on non-evasive samples only. The three approaches
performed similarly to the baseline when tested against the university dataset: f1-score of
95% and AUC 0.99. On the other hand, the approaches provided an increase of 80% in the
f1-score and an increase of 0.8 in the AUC compared to the baseline when tested against
the generated evasive dataset. The f1-score of the baseline model is 15.32% and its AUC
is 0.13, while the f1-score of our approaches is 95%, and the AUC is 0.95–0.97. Note that
approaches 2 and 3 provided an accuracy of 88.29% and 94.23%, respectively, in detecting
evasion when tested against the generated evasive dataset.

The contributions of this work are listed below:

• To the best of our knowledge, this work is the first (1) to apply adversarial retraining
for PDF malware classifiers to enhance their robustness against evasion attacks and (2)
to develop a standalone model capable of detecting evasion attacks in PDF files with a
high accuracy, which lays the foundation for future extensions.

• We proposed two systems that can simultaneously detect evasion and maliciousness
in PDF files.

• We generated a large dataset of 500,000 PDF samples with evasive-like signatures and
made it publicly available, providing researchers with a valuable resource for building
and testing evasion detection systems, as well as enhancing the robustness of malware
detection systems.

The rest of the paper is organized as follows: some preliminaries and background
information about the topic are presented in Section 2, along with the previous work that
has been done, and how it differs from what is being proposed in this study. In Section 3, we
introduce the adopted methodology to build the three systems along with the experimental
setup, and Section 4 discusses the experiments conducted along with their results. Finally,
Section 5 concludes this study and highlights potential future works.

2. Background and Preliminaries

In this section, we describe how a Portable Document Format could be used by
attackers to inject malicious parts. Moreover, we discuss the basic concepts behind evasion
attacks and how they can fool existing trained classifiers. We review some related works
that target evasion attacks in the context of PDF files.
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2.1. Portable Document Format

PDF has become the industry standard for document exchange since its inception by
Adobe Systems in 1993. The format is light, easy to use, and most importantly, independent
of hardware, software, and operating systems. In 2008, it became an open standard released
as ISO 32000-1 [25]. PDF allows for the embedding of text, images, JavaScript, and Flash,
as well as the opening of external resources from a local computer or the Internet [26].
Although these factors, among many others, contributed to the popularity of the format, yet
they enabled attackers to exploit vulnerabilities in PDF document viewers. To understand
how this can be done, we must look at the structure of a PDF file.

A PDF file is mainly composed of four parts as shown in Figure 2: the header, the main
body, the cross-reference table, and the trailer [27].

• The Header: it is the first line of a PDF. It specifies the version of the PDF used when
the document was produced. The format of the header is given by %PDF-a.b where
a.b represents the version.

• The Body: it holds the main content of the PDF file represented as objects, which are
the basic building blocks of a PDF, with multiple types depending on the element
they hold. Note that any type of object can be obfuscated in the file structure and
only de-obfuscated at runtime. This makes obfuscation an option that attackers could
exploit to evade classic signature-based malware detection software.

• The cross-reference table (xref table): it lists the byte offsets of all the objects in the
main body. The xref table is used to quickly access a certain object without having to
search.

• The trailer: it gives the location of the xref table and the root object in the body.
The trailer ends with the format %%EOF, which marks the end of the document as well.

When a reader parses a PDF file, it starts by parsing the trailer to get the reference of
the root object in the file structure. Then, it uses the xref table to traverse the objects in the
PDF body and render them.

Figure 2. Structure of a PDF file.

2.2. PDF to Deliver Malware

Given that a PDF file is a great way to deliver malware, a malicious PDF exploits the
vulnerabilities in the PDF reader to carry out malicious actions. There are many places
where an attacker might inject malicious code. For example, she could use JavaScript func-
tions to execute snippets of code to perform specific API calls. These functions are usually
embedded in /Javascript or /JS objects [28]. In such a case, the attack code can be contained
within one object, and it can span across multiple objects for the purpose of confusion.
Another way would be to make use of action-based malware, where the malicious code is
executed after being triggered by a specific action. The /OpenAction object, for example,
would contain code that executes once the PDF is opened [29]. Moreover, there is another
way to exploit vulnerabilities, by embedding other files within the PDF. These files can
have various formats like tiff, bmp, exe, or even other PDF files [30].
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Therefore, an attacker has multiple options to consider when trying to spread malware
through a PDF file, and thus, machine learning techniques will almost certainly use features
related to the structure of the PDF to classify whether a file contains malware.

2.3. PDF Evasion Attacks

Evasion attacks performed against machine learning models are very popular. The idea
is to carefully manipulate the features of a sample belonging to a particular class in a way
to trick the model into considering it part of another class [11]. The literature contains
examples of evasion attacks against machine learning and deep learning models. Some
of these attacks include the auto-projected gradient-descent attack [31], the boundary
attack [32], the Brendel & Bethge adversarial attack [33], the DeepFool attack [34], the Elastic
Net attack [35], the HopSkipJump attack [36] and many more. In recent years, several
techniques have been proposed to improve the adversarial robustness of machine learning
models. These include adversarial training, where models are trained on adversarial
examples to improve their robustness against similar attacks [37], and defensive distillation,
which involves training a model to mimic the output of an ensemble of models to improve
its generalization performance [38]. Other techniques include input transformations, such
as image randomization and feature squeezing [39], and model-based defenses such as
gradient masking [40].

In the context of PDF files, evasion attacks are very popular. The most known attacks
aim at making a malicious file look benign for a classifier while maintaining its malicious
behavior. Some of these attacks include:

(a) EvadeML [16]: this is an evasion technique that allows object insertion, deletion,
and swapping. It is stronger than other realizable attacks in the literature, which
normally just permit insertion to ensure that malicious functionality is kept. This
technique assumes that the adversary has black-box access to the classifier, and can
only obtain the classification scores of PDF files provided as input. This technique
uses genetic programming to automatically find instances that can evade the classi-
fier while maintaining the malicious behavior, and all of this by adding, removing,
and swapping objects.

(b) Mimicry [18]: this attack presupposes that an attacker is fully aware of all the
features that the target classifier is using. A malicious PDF file is then modified as
part of the mimicking attack to closely resemble a selected, benign PDF. Mimicry
can be applied easily and without the use of a specific classification model.

(c) Reverse Mimicry [17]: this attack assumes that an attacker has zero knowledge
(knows nothing) about the malware classifier. The goal of this attack is to create
malware samples that have a structure similar to benign ones (which we call targets).
To reduce the structural difference between the produced samples and targets,
the primary idea is to inject malicious payloads into target benign files.

(d) Parser Confusion Attack [19]: this attack simply consists of obfuscating malicious
Javascript code inside a PDF. This way, PDF malware classifiers would be evaded
and the malicious behavior would still be executed when the files are opened.

Evasion attacks are diverse, and some of them are targeted toward a specific model
(like EvadeML), while others are model-independent (like mimicry and reverse mimicry).
However, in all cases, evasion attacks are transferable; an attack against a specific ML
model has a high chance of being effective against a different model performing the same
task [41,42]. Hence, it is essential to provide countermeasures to deal with evasion, which
is what many researchers are trying to do in the context of PDF files, and we will discuss
the adapted approaches in the related work section.

2.4. Related Work

The various studies that target malware detection in PDF files fall under two categories:
Static Analysis and Dynamic Analysis [43].
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Static analysis is the most widely used method, and it has significant benefits, including
faster detection speed, lower implementation costs, and ease of use [44]. Researchers
typically extract and process specific features from input files [12]; these features could
be generic attributes (metadata) like the PDF size and the number of pages or retrieved
from the internal structure of the PDF document (structural features). Then, these features
are fed to machine learning or deep learning models to classify the corresponding files as
malicious or benign. The main problem associated with static analysis is that it is prone
to evasion attacks. On the other hand, the dynamic analysis examines the code’s activity
in real-time. Hence, the input files are run on a Virtual Machine to prevent damage to
the host computer [43]. In general, dynamic analysis is more reliable than static analysis,
and attackers have a harder time evading it. It is particularly beneficial for detecting
malicious JavaScript code embedded in PDF files because malicious JavaScript code is
frequently obfuscated, making static detection less effective.

The main disadvantage associated with dynamic analysis is that it cannot be performed
directly on a personal computer because it might execute malicious behavior, and this
allowed static analysis to be the preferred technique of choice. To overcome the drawbacks
of static analysis, researchers resorted to enhancing feature engineering and training more
complex model architectures [9,12–14]. In these studies, non-evasive data are used for
training the models, and evasive data are used to evaluate their robustness. On the
other hand, Li et al. [15] performed active learning to deal with evasion; the authors
assumed that evasive samples cause uncertain malware predictions, and hence, they
require human labeling to check for malware content before retraining the model. In fact,
associating evasive samples with uncertain predictions started with the study of Smutz and
Stavrou [45], which leveraged the mutual disagreement analysis between base learners in a
random forest malware detector to sense the presence of an evasion attack. This method
has two major drawbacks. First, we must specify the standard of uncertainty according
to the prediction score (such as scores falling between 25% and 75% are uncertain and we
might consider another interval as well). Second, we cannot guarantee that the samples
falling in the uncertainty region are evasive because sometimes evasion attacks are strong
and let the classifier predict the wrong class with high confidence. Moreover, uncertain
predictions might originate from non-evasive samples. A famous example that proves these
ideas is the one presented by Goodfellow et al. in [46] where an original image of a panda is
correctly classified as a panda by GoogLeNet [47] with only 57.7% confidence. Then, when
this image was manipulated by adding some noise to it, it was wrongly classified with a
confidence of 99.3% as a gibbon, which confirms that uncertainty is not always associated
with evasion. To deal with these issues, we propose the idea of leveraging samples that are
known to be evasive to:

• Perform adversarial learning instead of active learning for PDF malware detectors, where
we train the malware classifier on data containing evasive and non-evasive samples.

• Build standalone models that detect evasion instead of relying on the certainty of the
malware classifier’s predictions.

The way we can apply these two ideas will be presented in the Methodology section.

3. Materials and Methods
3.1. Methodology

To deal with the issues presented in the previous section, we propose three approaches,
as shown in Figure 1. The training process is illustrated in Figure 3.
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Figure 3. Training in the three approaches.

3.1.1. Approach 1

We perform adversarial training by combining the evasive and the non-evasive
datasets to train a PDF malware classifier. This enables the classifier to learn the rep-
resentation of evasive samples as well as normal samples to make it robust against evasion
attacks, especially if they come from a distribution similar to the one it has been trained
on. Although such a system can perform well on evasive data, the only disadvantage is
that we cannot know if a sample is evasive or not. This information is crucial because
after deploying the model, we need to retrain it on new evasive samples that it receives
constantly. Having a model that detects evasion will help us know which samples are
evasive and which ones are not. It will not fully automate the classification process, but it
would help in reducing the human intervention for continuous retraining.

3.1.2. Approach 2

The system consists of three separately trained models operating hierarchically. At the
first level, we want to detect whether a PDF is evasive or not, and at the second level, we
want to detect whether it is malicious or not. The models are as follows:

1. Evasion Classifier: This model is trained on a dataset containing evasive and non-
evasive samples. The goal is to detect whether a PDF is evasive or not by analyzing
its features.

2. Evasive Malware Classifier: This model is trained on the evasive dataset solely, and,
therefore, it expects to receive an evasive sample to classify whether it carries malware
or not.

3. Non-evasive Malware Classifier: This model is trained using only the non-evasive
dataset and it expects to receive a non-evasive sample to classify whether it carries
malware or not.

We hierarchically combine these three models to form a system that receives a PDF file
as input, extracts its corresponding features, and then feeds them to the Evasion Classifier.
If the PDF is evasive, features are passed to the Evasive Malware Classifier to check for
malware. If the PDF is not evasive, features are passed to the Non-evasive Malware
Classifier to check for malware. The advantage of this system over the first one is that we
can detect evasion in addition to detecting maliciousness. Even though in this approach
the training happens separately for each model, during inference, the models depend
on each other as the prediction of maliciousness is depending on whether the file was
predicted to be evasive or not. For example, if an evasive PDF sample is wrongly classified
as non-evasive, then it would be forwarded to the Non-evasive Malware Classifier, which
might not be able to guess if it contains malware or not.
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3.1.3. Approach 3

To address the problem presented in the previous approach, we use one multi-label
system that predicts at the same time whether a PDF sample is evasive or not, and malicious
or not. The training includes a mix of evasive and non-evasive data. The first advantage
is that this system is equivalent to training two separate classifiers independently, one for
evasion detection and one for malware detection. Then, during inference time, the two
models will also operate independently, which means that the evasion prediction will not
affect the malware prediction. The second advantage of this method over the previous one
is that we are using two models instead of three. This would result in less consumption of
computational resources.

3.2. Experimental Setup
3.2.1. Dataset

We gathered data from multiple sources including evasive and non-evasive samples.
For the non-evasive data, the sources are

1. The Contagio malware dump dataset [20]
2. The Surrogate dataset used in [18] which contains benign files from Google, and mali-

cious files from VirusTotal [21].

For the evasive data, the sources are

• Public datasets that were the result of different evasion attacks in previous studies:
evadeML [16], mimicry [18], reverse mimicry [17], and the parser confusion attack [19].
The common about these datasets is that they only contain evasive samples that are
malicious. Even though some of these datasets targeted the evasion of a particu-
lar classifier (like evadeML for instance), these datasets can conserve their evasive
characteristics when dealing with other models because of the evasion transferability
discussed in Section 2.3.

• EvasivePDFMal2022: a real evasive dataset that was used to test the robustness of
a malware detection model in [9]. This dataset is not focused on a specific kind of
attack like the previous ones. It contains real samples that hold an evasive signature.
Moreover, the difference about this dataset is that it contains some samples that are
evasive, yet benign, which means that these benign files will trick a classifier into
considering them malicious. The kind of attack used to create such samples is not
provided by the authors, but such attacks can increase the false positive rate of a
malware detection system, which makes it less reliable in practice.

For the rest of the paper, these datasets would be referred to respectively as “evasive
dataset” and “non-evasive dataset”. The numbers of benign and malicious samples in the
datasets are summarized in Table 1.

Table 1. Data Characteristics.

Evasive Data Non-Evasive Data Total

Malicious 15,723 9624 25,347
Benign 4336 11,023 15,359
Total 20,059 20,647 40,706

Since the gathered data comes from multiple sources, we preprocessed the data to
make it consistent. Moreover, we dropped all duplicate samples across the combination of
different datasets, and we ended up with an evasive dataset that contains 20,059 samples
and a non-evasive dataset that contains 20,647 samples. Next, we divided each of these
datasets between training (80%) and validation (20%). For reproducibility of the results,
while dividing the original data, we set the random_state parameter to 2, and we stratified
it according to the class label (that determines if a PDF file is malicious or not).
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3.2.2. Machine Learning Models

To obtain the best model (or models) for each of the proposed approaches, we tested
in each case multiple ML algorithms (e.g., Logistic Regression, Support Vector Machine,
Naïve Bayes, Random Forest Classifier, AdaBoost, LightGBM) and compared their out-
comes. The process of selecting the appropriate models for each approach will be further
discussed in the Training and Validation Experiments section, but as a final outcome,
to train all individual models in the first two approaches, we used the same algorithm
(LightGBM [48]) with the same hyperparameters: 500 base estimators with a max_depth
of 7 and a max_leaf_nodes of 2. In the third approach, we used the LightGBM algorithm
with 300 decision trees, each of them having a max_depth of 20 and a max_leaf_nodes of
5. The other parameters were kept as default, as provided by the sci-kit learn python’s
library [49]. We used the Python language (version 3.7.13) for programming on a Google
Collaboratory environment.

4. Results and Discussion
4.1. Training and Validation Experiments

In this section, we describe the training experiments, starting from an initial experiment
to assess the effect of evasive data on a classifier that was trained only on non-evasive data.
Then, the next experiments will address the problem by applying the proposed approaches.
The experimental results include the following classification metrics: accuracy, confusion
matrix (TPR, TNR, FPR, FNR), and the f1-score.

4.1.1. Experiment 0: Illustrating the Problem and Establishing a Baseline

To illustrate the main problem in question, we present this experiment where we
train several malware classifiers on the non-evasive training set. We trained 8 different
models, selected the one that performs best, and fine-tuned it to consider it as a baseline.
The algorithms we tried are Logistic Regression, Support Vector Machine (with RBF and
Polynomial kernels with degrees of 1 and 2), Naïve Bayes, Random Forest Classifier, Ad-
aBoost, and LightGBM. We first used these algorithms with their default hyperparameters
as set by the sci-kit learn python’s library. The performance of the resulting models on the
non-evasive validation set is shown in Table 2. The results show an excellent performance
of the different chosen models, with a slight improvement for the tree-based ensemble
models (Random Forest, AdaBoost, and LightGBM). As such, we deferred the choice of
the model to adopt. To evaluate the robustness of these models, we test each of them
against the evasive validation set, and the results are reported in Table 3. We can see that
the performance dropped significantly, and the classifiers that performed well on the non-
evasive data, were “fooled” by the evasive data, and this can be seen from the high FNR.
In the next three experiments, we implement the proposed approaches where we adopt
LightGBM since it was the most robust model with an FNR of 41.14%, while the others
had an FNR higher than 67.92%. We fine-tuned the hyperparameters of LightGBM using a
5-fold cross-validation method to obtain the best possible performance on the non-evasive
validation data. The final hyperparameters are the ones mentioned in the Experimental
Setup section. We will refer to this model as “the baseline”, which we will use to compare
against the outcomes of the other approaches. We evaluated this model (after fine-tuning)
on the evasive and non-evasive validation sets, and the results are shown in Figure 4.

Table 2. Performance of the tested models on the non-evasive validation data.

Logistic
Regression SVM (RBF) SVM

(Poly 1)
SVM

(Poly 2) Naïve Bayes Random
Forest AdaBoost LightGBM

Accuracy 94.43% 98.74% 92.32% 96.03% 82.81% 99.66% 99.32% 99.32%
TNR 91.97% 98.96% 88.30% 94.74% 79.14% 99.95% 99.55% 99.55%
FPR 8.03% 1.04% 11.70% 5.26% 20.86% 0.05% 0.45% 0.45%
FNR 2.75% 1.51% 3.06% 2.49% 12.99% 0.68% 0.94% 0.94%
TPR 97.25% 98.49% 96.94% 97.51% 87.01% 99.32% 99.06% 99.06%

F1 Score 94.21% 98.65% 91.71% 95.81% 82.51% 99.63% 99.27% 99.27%
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Table 3. Performance of the tested models on the evasive validation data.

Logistic
Regression SVM (RBF) SVM

(Poly 1)
SVM

(Poly 2) Naïve Bayes Random
Forest AdaBoost LightGBM

Accuracy 37.73% 44.99% 38.53% 39.15% 34.47% 39.66% 39.96% 66.28%
TNR 80.62% 91.81% 81.55% 87.20% 88.70% 97.00% 94.58% 93.19%
FPR 19.38% 8.19% 18.45% 12.80% 11.30% 3.00% 5.42% 6.81%
FNR 74.09% 67.92% 73.32% 74.09% 80.48% 76.15% 75.10% 41.14%
TPR 25.91% 32.08% 26.68% 25.91% 19.52% 23.85% 24.90% 58.86%

F1 Score 39.48% 47.76% 40.49% 40.03% 31.84% 38.26% 39.40% 73.23%

Figure 4. Performance of the baseline on the non-evasive and evasive validation datasets.

4.1.2. Experiment 1

In this experiment, we implement the first approach introduced in the Methodology
section. We combine the evasive training set along with the non-evasive training set, and we
train the baseline model on this mix of data to detect malware. Then, we evaluated the
malware detection on the evasive validation set and the non-evasive validation set, and we
obtained: accuracy = 99.48%, TNR = 99.48%, TPR = 99.49%, and f1-score = 99.59%; an
excellent performance compared to the baseline.

4.1.3. Experiment 2

In this experiment, we implement the second approach, and we train and validate
each of the models separately. We use the same naming convention we followed in the
Methodology section.

1. Evasion Classifier: The goal of this classifier is to detect whether a PDF sample is
evasive or not. Thus, this classifier would be trained on a mix of evasive and non-
evasive data. To select a suitable model that can detect evasion, we test multiple
algorithms. As an initial step, we keep their default hyperparameters as set by the sci-
kit learn python’s library. We train the models on the mix of evasive and non-evasive
training sets and then evaluate each of them on the mix of evasive and non-evasive
validation sets. The results are summarized in Table 4.
We can see that not all models perform very well on this data, and this is expected, be-
cause detecting evasion is not an easy task with the limited features we have, and this
is what explains the low performance of simple models and the good performance
of the more powerful models (Random Forest, AdaBoost, and LightGBM) that are
based on ensemble techniques. From the results, we can see that the most promising
models to detect evasion are the Random Forest Classifier and the LightGBM. We fine-
tune both and we achieve the best performance (accuracy = 96.84%, TNR = 97.97%,
TPR = 95.69%, and f1-score = 96.76%) using the LightGBM algorithm with the set of
hyperparameters as described in the Experimental Setup section.
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2. Evasive Malware Classifier: We trained the same baseline architecture on the evasive
training set only. We evaluated this model on the evasive validation set, and the
results we obtained are: accuracy = 99.45%, TNR = 99.31%, TPR = 99.49%, and f1-
score = 99.65%.

3. Non-evasive Malware Classifier: Here we simply used the baseline that has been
trained and evaluated on the non-evasive training set and the non-evasive validation
set, respectively.

After training the models individually, we combine the evasive validation set along
with the non-evasive validation set and feed them to the pipeline. The malware detection
metrics of the system are the following: accuracy = 99.44%, TNR = 99.45%, TPR = 99.43%,
and f1-score = 99.55%. We see a slight decrease in performance compared to the first
approach, but this is expected because the Evasion Classifier can make mistakes and
accordingly, forward an evasive PDF to the Non-evasive Malware Classifier and vice versa.

Table 4. Performance of the Evasion Classifiers.

Logistic
Regression SVM (RBF) SVM

(Poly 1)
SVM

(Poly 2) Naïve Bayes Random
Forest AdaBoost LightGBM

Accuracy 76.53% 80.59% 77.12% 78.75% 73.97% 96.28% 84.48% 95.19%
TNR 93.34% 98.18% 97.70% 96.88% 83.10% 97.82% 90.32% 97.82%
FPR 6.66% 1.82% 2.30% 3.12% 16.90% 2.18% 7.99% 2.18%
FNR 40.78% 37.51% 44.07% 39.91% 35.42% 5.31% 23.28% 7.53%
TPR 59.22% 62.49% 55.93% 60.09% 64.58% 94.69% 76.72% 92.47%

F1 Score 71.31% 76.04% 70.67% 73.60% 70.98% 96.17% 82.86% 94.98%

4.1.4. Experiment 3

In this experiment, we train a multi-label model that detects evasion and maliciousness
concurrently. We test multiple models to select the best one and fine-tune it. Again, we
start by using the algorithms with their default hyperparameters, then after selecting
the best model, we fine-tune it accordingly. The accuracy, macro-precision, macro-recall,
and macro-F1 score for each of the models are summarized in Table 5.

Table 5. Performance of each multilabel model to detect evasion and maliciousness.

Logistic
Regression SVM (RBF) SVM

(Poly 1)
SVM

(Poly 2) Naïve Bayes Random
Forest AdaBoost LightGBM

Accuracy 66.37% 79.01% 69.26% 69.55% 51.29% 95.87% 82.66% 94.77%
Macro-Precision 85.04% 97.38% 90.91% 89.54% 77.74% 98.71% 95.24% 98.65%

Macro-Recall 78.57% 79.71% 77.02% 79.17% 78.91% 96.95% 86.32% 95.90%
Macro-F1 Score 79.82% 86.67% 81.13% 82.13% 74.09% 97.82% 90.34% 97.24%

We can see that the Logistic Regression, SVM and Naïve Bayes models achieve a
lower performance compared to Random Forest, AdaBoost, and LightGBM. This is ex-
pected after the results we obtained in Experiment 2, which showed the weakness of
these models to detect evasion. We can clearly see that the Random Forest and LightGBM
models outperformed the others. This is why, we fine-tune both and we achieve the best
performance (accuracy = 96.23%, macro-precision = 98.89%, macro-recall = 97.21%, macro-
f1-score = 98.04%) using the LightGBM algorithm with the hyperparameters as mentioned
in the Experimental Setup section.

The results associated with each of our approaches for malware prediction and eva-
sion prediction are summarized in Table 6 for easier comparison. We also include the
performance metrics of the baseline when tested against the mix of evasive and non-evasive
validation sets.
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Table 6. Results of Experiments 0, 1, 2 and 3.

Task Accuracy TNR FPR FNR TPR F1-Score

Baseline Malware Pred. 83.21% 97.95% 2.05% 25.72% 74.28% 84.64%
Approach 1 Malware Pred. 99.48% 99.48% 0.52% 0.51% 99.49% 99.59%
Approach 2 Malware Pred. 99.44% 99.45% 0.55% 0.57% 99.43% 99.55%

Evasion Pred. 96.84% 97.97% 2.03% 4.31% 95.69% 96.76%
Approach 3 Malware Pred. 99.48% 99.48% 0.52% 0.51% 99.49% 99.59%

Evasion Pred. 96.60% 98.21% 1.79% 5.06% 94.94% 96.49%

4.2. Testing Experiments

After building the three approaches, we assess how well they perform in the real
world where they might receive data coming from a distribution different than the one
initially trained on. Accordingly, we perform two test cases, one against a real dataset and
one against an evasive dataset. Since evasive datasets are difficult to find, we generate our
own dataset and then test our approaches against it.

4.2.1. Experiment 1: Testing on a Real Dataset

We test the proposed approaches against a dataset containing 110,844 samples that
were collected by monitoring the network of a large university campus for six days [22].
Since we do not have information about the evasive aspect of these samples, we will only
test our approaches regarding their ability to detect malware. The results are reported
for the three approaches along with the baseline in Table 7 and Figure 5. We can see that
all approaches have similar performance (accuracy and f1-score are almost the same and
around 95%) and provide almost the same AUC (around 0.99). The same is true for the
ROC curve as shown in Figure 5. This confirms that the approaches preserve good malware
detection functionality when it comes to real data.

Figure 5. ROC curves for the baseline and the three approaches in the first test case.

Table 7. Classification metrics for the baseline and the three approaches in the first test case.

Accuracy TNR FPR FNR TPR F1-Score

Baseline 95.51% 99.26% 0.74% 9.02% 90.98% 94.84%
Approach 1 95.73% 98.90% 1.10% 8.09% 91.91% 95.13%
Approach 2 95.32% 98.84% 1.16% 8.93% 91.07% 94.64%
Approach 3 95.26% 98.94% 1.06% 9.19% 90.81% 94.55%

4.2.2. Experiment 2: Generating an Evasive Dataset

Since evasive datasets are rare, we generated our own evasive dataset, as described
below, and we made it publicly available on GitHub for other researchers to use (it is
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available at https://github.com/fouadtrad/Leveraging-Adversarial-Samples-for-Enhanc
ed-Classification-of-Malicious-and-Evasive-PDF-Files, accessed on 4 February 2023).

• We feed all the evasive data collected to the baseline model. This classifier will correctly
classify a portion of this data and will wrongly classify the other.

• We select the misclassified samples, and we consider them the most evasive samples.
• We train a Tabular Variational AutoEncoder (TVAE) model [23] on the most evasive

dataset we obtained in the previous step. To do this, we rely on the Synthetic Data Vault
(SDV) library [24]. The training happened for 500 epochs, with an embedding_dim
of 256.

• We used this model to generate 500,000 samples of evasive data out of which 450,000
samples are malicious and 50,000 samples are benign.

• To verify that the samples provided have a real aspect, we used TensorFlow Data
Validator to make sure that the generated samples adhere to the original evasive
dataset schema.

At this stage, the evasive dataset is ready, and we can use it for testing our approaches.

4.2.3. Experiment 3: Testing on the Generated Evasive Dataset

The generated data are fed to the three systems and to the baseline. The results
are shown in Table 8 and Figure 6. We can see that the baseline did not perform well
against these samples (AUC = 0.13, accuracy = 9.69%, f1-score = 15.32). On the other
hand, the proposed systems resulted in good outcomes (AUC 0.95–0.97, accuracy 91–92%,
f1-score 95%). The little drop in performance compared to the validation sets is expected
since the generated samples do not conform to the same distribution as the training sets,
and this is an essential test case to assess how a system would behave with real scenarios.
Since in this test case, all our samples are evasive, we wanted to assess the evasion detection
capabilities of approaches 2 and 3. For approach 2, the evasion detection rate was 88.29%
and in approach 3, the rate was 94.23%. In summary, and in terms of malware detection,
the first and the third approach perform slightly better than the second one, having a
superior AUC value. As for evasion detection, we can see that the model in approach 3 is
performing better than the model in approach 2.

Figure 6. ROC curves for the baseline and the three approaches in the second test case.

Table 8. Results of the second test case.

Accuracy TNR FPR FNR TPR F1-Score

Baseline 9.69% 15.18% 84.82% 90.92% 9.08% 15.32%
Approach 1 92.37% 91.93% 8.07% 7.58% 92.42% 95.61%
Approach 2 92.36% 86.46% 13.54% 6.99% 93.01% 95.63%
Approach 3 92.49% 91.52% 8.48% 7.40% 92.60% 95.68%

https://github.com/fouadtrad/Leveraging-Adversarial-Samples-for-Enhanced-Classification-of-Malicious-and-Evasive-PDF-Files
https://github.com/fouadtrad/Leveraging-Adversarial-Samples-for-Enhanced-Classification-of-Malicious-and-Evasive-PDF-Files
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5. Conclusions

In this paper, we leveraged adversarial samples that are usually designed to “fool”
existing models and used them to build robust systems capable of detecting maliciousness
and evasion associated with PDF files. We introduced three approaches that showed
robustness against attacks, and two of them had the ability to detect evasion as well. We
tested our systems and they achieved great performance. We also generated a dataset
containing 500,000 evasive samples and made it available to the research community.

Despite the remarkable results we achieved, this study has some limitations, and the
main one is the data availability. Although we were able to find datasets that have been
used by previous studies, these datasets were just about CSV files that contain pre-extracted
features of PDFs, and having the actual PDF files to perform better feature engineering
was not an option in most of the cases. Thus, we were limited by the available set of
features. Yet, despite this limitation, we were able to establish a proof of concept that can
further be enhanced in future works. Another limitation is that although the proposed
systems worked well in the tested scenarios, they might not perform well under some
new emerging evasion attacks if they are significantly different than the ones considered
during the training phase. In other words, just like any machine learning model, when a
data drift is encountered, the model’s performance is expected to drop. In our case, and to
enhance the robustness of the proposed systems against all existing adversarial attacks, we
incorporated samples related to all of them during the training phase. Moreover, when
new attacks emerge and result in a distribution drift, the proposed approach will undergo
adversarial retraining with these samples to keep the systems up to date. Moreover, if we
have limited data when such attacks emerge, we can overcome this problem by generating
data as discussed in the paper.

The encouraging results we obtained pave the way for an extension to supplement
the previous works of researchers: we plan on performing better feature engineering along
with using more complex model architectures while using adversarial learning, which is
expected to further enhance the performance. In addition to our proposed adversarial
retraining approach, we plan to investigate other adversarial robustness techniques to
further enhance the resilience of PDF malware classifiers against evasion attacks. More-
over, we will investigate other methods to generate evasive data such as by performing
real attacks against our systems, towards enhancing the robustness of existing malware
detection systems. Another direction is to perform reverse engineering to generate real
PDF files having the specifications of the evasive dataset we generated. This would allow
researchers to use even more features that they can directly extract from typical PDF files.
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