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Abstract: Recently, AI software has been rapidly growing and is widely used in various industrial
domains, such as finance, medicine, robotics, and autonomous driving. Unlike traditional software,
in which developers need to define and implement specific functions and rules according to require-
ments, AI software learns these requirements by collecting and training relevant data. For this reason,
if unintended biases exist in the training data, AI software can create fairness and safety issues.
To address this challenge, we propose a maturity model for ensuring trustworthy and reliable AI
software, known as AI-MM, by considering common AI processes and fairness-specific processes
within a traditional maturity model, SPICE (ISO/IEC 15504). To verify the effectiveness of AI-MM,
we applied this model to 13 real-world AI projects and provide a statistical assessment on them.
The results show that AI-MM not only effectively measures the maturity levels of AI projects but also
provides practical guidelines for enhancing maturity levels.

Keywords: trustworthy AI; maturity model; fairness; safety; practical guide

1. Introduction

Along with big data and the Internet-of-Things (IoT), artificial intelligence (AI) has
become a key technology of the fourth industrial revolution and is widely used in various
industry areas, including finance, medical/healthcare, robotics, autonomous driving, smart
factories, shopping, delivery, and so on. AI100, an ongoing study conducted by a group of
AI experts in various fields, focuses on the influence of AI. It has been predicted that AI will
totally change human life by 2030 [1]. In addition, according to a report by McKinsey, about
50% of companies use AI in their products or services, and 22% of companies increased their
profits by using AI in 2020 [2]. Furthermore, IDC, a U.S. market research and consulting
company, predicts that the global AI market will grow rapidly by 17% annually from $327
billion in 2021 to $554 billion in 2024 [3].

Unlike traditional software that operates according to rules defined and implemented
by humans, the operation of AI software is determined by data used for training. In other
words, AI software can make different decisions in the same situation when the data is
changed, even though the core architecture of the AI software is the same. Due to the fact
that AI software relies on training data, various problems that developers did not expect are
occurring. For example, unintended bias in the training data can exacerbate existing ethical
issues, such as gender, race, age, and/or regional discrimination. Insufficient training
data can cause safety problems, such as autonomous driving accidents. Additionally, the
Harvard Business Review warned that these kinds of problems could devalue companies’
brands [4]. The following provides some examples of actual AI-software-related problems
that have drawn global attention.

• Tay, a chatbot developed by Microsoft, was trained using abusive language by far-right
users. As a result, Tay generated messages filled with racial and gender discrimination;
it was shut down after only 16 h [5].
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• Amazon developed an AI-based resume evaluation system, but it was stopped due
to a bias problem that excluded resumes including the word “women’s”. This issue
occurred because the AI software was trained using recruitment data collected over
the past 10 years where most of the applicants were men [6].

• The AI software in Apple cards suggested lower credit limits for women as compared
to their husbands, even though they share all assets, because it was trained by male-
oriented data [7].

• Google’s image recognition algorithm misrecognized a thermometer as a gun when a
white hand holding a thermometer was changed to a black hand [8].

• Tesla’s auto pilot could not distinguish between a bright sky and a white truck, causing
driving accidents [9].

To address social issues exacerbated by AI software, several governments, companies,
and international organizations have begun to publicly share principles for developing and
using trustworthy AI software over the past few years. For example, Google proposed seven
principles for AI ethics, including preventing unfair bias [10]. Microsoft also proposed
six principles of responsible AI, including fairness and reliability [11]. Recently, Gartner
reported the top 10 strategic technology trends for 2023, and one of the trends is AI Trust,
Risk, and Security Management (AI TRISM) [12].

In addition, the need for international standards about trustworthy AI is being dis-
cussed. Specifically, the EU announced an AI regulation proposal for trustworthy AI [13].
The EU also classified AI risk into different categories, including unacceptable risk, high
risk, and low or minimal risk, and argued that risk management is required in proportion
to the risk level [14].

In this paper, we propose the AI Maturity Model (AI-MM), a maturity model for
trustworthy AI software to prevent AI-related social issues. AI-MM is defined by an-
alyzing the latest related research of global IT companies and conducting surveys and
interviews with 70 AI experts, including development team executives, technology leaders,
and quality leaders in various AI domain fields, such as language, voice, vision, and recom-
mendation. AI-MM covers common AI processes and quality-specific processes in order to
extensively accommodate new quality-specific processes, such as fairness. To evaluate the
effectiveness and applicability of the proposed AI-MM, we provide statistical analyses of
assessment results by applying AI-MM to 13 real-world AI projects with a detailed case
study. In summary, the contributions of this paper are as follows:

• We propose a new maturity model for trustworthy AI software, i.e., AI-MM. It consists
of common AI processes and quality-specific processes that can be extended to other
quality attributes (e.g., fairness and safety).

• To show the effectiveness and applicability of our AI-MM, we apply AI-MM to 13
real-world AI projects and show a detailed case study with fairness assessments.

• Based on the 13 assessment results, we provide statistical analyses of correlations
among AI-MM’s elements (e.g., processes and base practices) and among characteris-
tics of assessments and projects, such as different assessors (including self-assessments
by developers and external assessors), development periods, and number of developers.

Section 2 overviews the related work. In Section 3, we propose an extensible AI
software maturity model followed by real-world case studies in Section 4. Finally, Section 5
concludes the paper.

2. Related Works

To address issues of AI software, we first specify the differences between traditional
software development and AI software development (Section 2.1). Then, we introduce
some research related to trustworthy AI (Section 2.2) and also overview existing traditional
software maturity models and maturity model development methodologies (Section 2.3).
Finally, we introduce several research works covering AI process assessment (Section 2.4).
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2.1. Characteristics of AI Software Development

The goal of software is to develop functions satisfying requirements determined
by stakeholders [15]. In the case of traditional software, developers directly analyze
the requirements, define behaviors for both normal and abnormal cases, and implement
algorithms to achieve the requirements. On the other hand, in the case of AI software,
developers prepare large amounts of data based on requirements and design the AI model
architecture. The algorithms are then automatically formulated through the process of
training with large amounts of collected data. Thus, AI software can work differently
when training data are different, even though the model architecture is the same. Due to
these characteristics, data are the most critical part of implementing AI software, and the
quality of algorithms in AI software depends on the amount and quality of data. Zhang
et al. [16] explain that, unlike traditional software tests, AI software tests have different
aspects, including test components (e.g., data and learning programs), test properties (e.g.,
fairness), and test workflows. They also argue that research about qualities considering AI
characteristics, such as fairness and safety, is relatively insufficient.

2.2. Trustworthy AI

To prevent AI issues, such as ethical discrimination (e.g., discrimination based on
gender, race, and/or age) and safety problems (e.g., autonomous driving accidents), a
quality assurance process related to several aspects, such as fairness and safety, is required.
Research coming out of the EU [13,17] presents several dimensions of trustworthy AI
software, including Safety & Robustness, Non-discrimination & Fairness, Transparency
(Explainability, Traceability), Privacy, and Accountability.

Specifically, bias (unfairness) refers to a property that is not neutral towards a certain
stimulus. There are various types of biases, such as cognitive bias and statistical bias. The types
of bias can also be classified depending on the characteristics of the data. Mehrabi et al. [18]
classify 23 types of bias, including “historical bias” caused by the influence of historical data
and “representative bias” resulting from how we sample from a population during data
collection. They also introduce 10 widely used definitions of fairness, including “equalized
odds” and “equal opportunity,” to try and prevent various biases. In addition, they explain
bias-reduction techniques in specific AI domains, such as translation, classification, and predic-
tion. For example, a bias in translation can be alleviated by learning additional sentences that
exchange words for men and women to solve gender-specific bias that translates programmers
into men and housemakers into women. In addition, Zhuo et al. [19] benchmark ChatGPT
using several datasets such as BBQ and BOLD to find AI ethical risks.

On the topic of enhancing transparency in AI software development, there have
been a few research works. For example, Mitchell et al. [20] propose an “AI model card”
for describing detailed characteristics (e.g., purpose, model architecture, training and
evaluation dataset, evaluation metric) of AI models, and Mora-Cantallops et al. [21] review
existing tools, practices, and data models for traceability of code, data, AI models, people,
and environment.

Liang et al. [22] explain the importance of data for trustworthy AI. Specifically, they
introduce some critical questions about data collection, data preprocessing, and evaluation
data that developers should consider. However, these techniques are still in the early stages
of research, and there is a lack of research to test and prevent fairness issues, especially
at organizational process maturity levels. Our work focuses on AI software development
processes in the form of a maturity model to develop trustworthy AI software, rather than
developing testing and evaluation methods of AI products.

2.3. Traditional Software Maturity Models

SPICE (ISO/IEC 15504) and CMMI are representative maturity models for evaluating
and improving the development capabilities of traditional software [23]. To propose a
maturity model for AI software, we analyze those maturity models.
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2.3.1. SPICE (ISO/IEC 15504)

SPICE is an international standard for measuring and improving traditional soft-
ware development processes, and it consists of “Process” and “Capability” dimensions.
A process is composed of interacting activities that convert inputs into outputs, and the
process dimension consists of a set of processes necessary to achieve the goal of software
development. The capability of a process refers to the ability to perform the process, and
the capability dimension measures the level of capability.

Specifically, the process dimension of SPICE consists of 48 processes. These are clas-
sified into three lifecycles (primary, support, and organization) and nine process areas
(acquisition, supply, operation, engineering, support, management, process improvement,
resource and infrastructure, and reuse) [24]. In addition, the capability dimension consists
of six levels (incomplete, performed, managed, established, predictable, and optimizing),
which assess the performance ability of each process. The level of each process is de-
termined by measuring process attributes for each level. The process attributes indicate
specific characteristics of a process for evaluating levels and can be commonly applied to
all processes.

SPICE can be extended to other domains. For example, the Automotive Special
Interest Group (AUTOSIG), a European automaker organization, developed Automotive-
SPICE (A-SPICE) based on SPICE to assess suppliers via a standardized approach [24].
Major European carmakers demand the application of A-SPICE to assess the software
development processes of suppliers.

2.3.2. Capability Maturity Model Integration (CMMI)

CMMI is a maturity model developed by the Software Engineering Institute (SEI) to
assess the work capabilities and organization maturity of software development. It is an
extended version of SW-CMM that incorporates system engineering-CMM, and it is widely
used in various domains, such as IT, finance, military, and aviation [25].

Specifically, CMMI provides 22 process areas, including project planning and require-
ments engineering. CMMI also provides five maturity levels (initial, managed, defined,
quantitatively managed, and optimizing) for evaluating organization maturity and six
capability levels (incomplete, performed, managed, defined, quantitatively managed, and
optimizing) for evaluating the work capability of each process [26].

2.3.3. Maturity Model Development Methodology

Becker et al. [27] point out that new IT maturity models have been proposed to
cope with rapid requirement changes in IT domains, but there are many cases where
no significant difference from existing maturity models is specified (or only insufficient
information is provided). To address these problems and develop a maturity model
systematically, they propose a development procedure that must be followed. They analyze
several maturity models, such as CMMI, and extract the common requirements necessary
to develop a new maturity model. They also define detailed procedures for developing
maturity models, including problem definition, determination of development strategy,
iterative maturity model development, and evaluation. They also emphasize that analyzing
existing research and collecting expert opinions should be iteratively processed.

2.4. Assessment of AI Software Development Processes

Recently, research assessing AI development processes has been actively conducted [28–30].
To evaluate the ability to develop trustworthy AI software, Google [28] distinguishes four AI test
areas (data, model, ML infrastructure, and monitoring) and derives 28 test items (each test area
has seven test items). Based on the derived test items, Google defines the method of calculating
the “ML Test Score” as follows:

• Test item score: 0 for non-execution, 0.5 for manual execution, 1 for automation
• Test area score: Sum of test item scores (maximum of 7 points)
• Total score: Minimum score among four test area scores
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While the test items in “ML Test Score” can be used as inputs for checklists and
quantitative indicators to determine the level of trustworthy AI software, those rarely
provide specific improvement guides.

Amershi et al. [29] introduce nine steps of AI software development processes at
Microsoft and show survey results collected from AI developers and managers, which
indicate that the data management system is important for AI software development.

IBM [30] also proposes an AI maturity framework with process and capability dimen-
sions. The process dimension includes learning, verification, deployment, fairness, and
transparency, and the capability dimension has five different levels: initial, repeatable, de-
fined, managed, and optimizing. While this framework specifies AI development processes
and best practices based on IBM’s experiences with AI project development, it does not
include detailed procedures related to trustworthy issues.

3. A Maturity Model for Trustworthy AI Software

In this section, we propose a new maturity model for trustworthy AI software. As
illustrated in Figure 1, we first define AI-MM for AI development processes based on
Becker’s model [27]. We then provide the guidelines for AI-MM processes.
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Figure 1. Development process of AI-MM (Becker et al. [27]).

3.1. Selection of Base Maturity Model

As a base maturity model, we selected SPICE since it is an international standard for
software maturity assessment and has been successfully extended into A-SPICE, which is
widely used in the automotive industry.

3.2. Process Dimension Design

We designed the architecture of AI-MM to be extensible for various quality areas,
such as fairness and safety. As shown in Figure 1, we also perform the following activities
iteratively to define processes of AI-MM: (1) analyze recent research trends, (2) survey and
interview AI domain experts, (3) define and revise AI-MM.

3.2.1. Extensible Architecture Design of AI-MM

As shown in Figure 2, AI-MM covers common AI processes and quality-specific pro-
cesses separately, and users can select the specific set of processes that suit the development
purposes and characteristics of their AI projects. For example, an AI chatbot project must
be sensitive to dealing with fair words, while stability may be less important. In that case,
an intensive evaluation of fairness can be conducted by selecting fairness-specific processes
in our proposed AI-MM.
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3.2.2. Common AI Process Areas and Processes

We separately defined common, fairness-specific, and safety-specific processes for the
extensibility of AI-MM. Based on analyzing related research shared by Google, Microsoft,
and IBM [28–30], we defined an initial version of AI-MM consisting of 38 base practices,
which are activities or checklists to decide capability levels. We then surveyed 70 AI
experts consisting of eight executives, 23 technology leaders, 29 developers, and 10 quality
leaders by using the initial AI-MM. To clarify ambiguous answers, we performed additional
interviews. These survey results are reflected in our AI-MM revisions. Table 1 shows the
representative opinions of the AI experts.

Table 1. Representative opinions collected and reflected through a survey.

Category Representative Opinion

Data
- Documentation of data generation activity is necessary to show that the collected data are not biased
- “Quantity and representativeness of data” is unsuitable as more data are better

AI model - Intermediate output management is often less meaningful, so it is more productive to focus more on final
output management

Operation - “AI model operation management” is required to restore an AI model at any time

Etc. - Depending on the project characteristics, it will be better if some processes can be skipped as “N/A”

Based on the survey results, we define four process areas: (1) Plan and design, (2) Data
collection and processing, (3) Model development & evaluation, and (4) Operation and
monitoring. Table 2 shows the definition of 10 processes for the process areas. After that,
we extract and revise 24 common base practices from the 38 base practices.

Table 2. Processes in common process areas.

Process Area Process

Plan and design

- [Software requirements analysis] Define the goal of the
project and evaluation metrics
- [Software architecture design] Design the AI model based on
users and environments

Data collection and processing

- [Data collection] Describe information about data used for
the AI model
- [Data cleaning] Investigate and check abnormal data
- [Data preprocessing] Define the metrics and steps for
preprocessing
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Table 2. Cont.

Process Area Process

Model
development

and evaluation

- [Training process management] Manage training steps and
outputs with detailed explanation
- [Performance evaluation of AI model] Test AI performance
using defined metrics
- [Final AI model management] Describe information about
the final AI model

Operation
and monitoring

- [AI infrastructure] Prepare an infrastructure for AI software
development
- [AI model operation management] Prepare a system for AI
deployment and issue management

3.2.3. AI Fairness Processes

Similar to the common base practices, we also extracted 13 fairness base practices from
the 38 base practices based on the survey and interviews with AI experts [31]. The final
13 fairness base practices in four process areas are shown as follows:

• Plan and design (4): Fairness risk factor analysis, Fairness evaluation metric, Stake-
holder review—fairness, Design considering fairness maintenance.

• Data collection and processing (4): Data bias assessment, Data bias periodic check,
Data bias and sensitive information preprocessing, Data distribution verification.

• Model development and evaluation (3): Bias review during model learning, Fairness
maintenance check, Model’s fairness evaluation result record.

• Operation and monitoring (2): Fairness management infrastructure, Monitoring
model quality.

3.2.4. AI Safety Processes

To show the extensibility of AI-MM, we also define safety-specific processes. For safety
processes and safety base practices, we analyze international standards, such as ISO/IEC
24,028 (the AI safety framework part) [32], adding one process area and three processes
as follows:

• Process Area: “System evaluation” for assessing the system that AI software runs on.
• Process: Two processes (System safety evaluation and System safety preparedness)

are added in the “System evaluation” process area and one process (Safety evaluation
of AI model) is added in the “Model development and evaluation” process area.

We also define 16 safety base practices for the processes. Example processes and
practices are shown as follows:

• Safety evaluation of AI model process (3): Safety check of the model source code,
Model safety check from external attacks, Provide model reliability.

• System safety evaluation process (2): Safety evaluation according to system configura-
tion, System safety evaluation from external attacks.

• System safety preparedness process (3): User error notice in advance, Provide excep-
tion handling policy, Consider human intervention.

3.2.5. Integration of the AI Processes

Based on the work explained in Section 3.2.2, Section 3.2.3, Section 3.2.4, AI-MM is
structured with five process areas, 13 processes, and 53 base practices for common, fairness,
and safety maturity assessments, as summarized in Table 3. We omit detailed descriptions
for base practices.
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Table 3. Process dimensions of AI-MM.

Process Area (5) Process (13) Base Practice (53)

Plan
and Design

(P&D)

Software Requirements
Analysis (SRA)

[Common] Define development goals, Define function and performance,
Function/performance evaluation metric, Functional and behavioral evaluation
metric (4)
[Fairness] Fairness risk factor analysis, Fairness evaluation metric, Stakeholder
review—fairness (3)
[Safety] Safety risk factor analysis, Safety evaluation metric, Safety
countermeasures, Stakeholder review—safety (4)

Software Architecture
Design (SAD)

[Common] Model design, User-conscious design, Design considering
maintenance (3)
[Fairness] Design considering fairness maintenance (1)
[Safety] Design considering safety maintenance (1)

Data Collection
and Processing

(Data C&P)

Data Collection (DCO)
[Common] Data information specification, Data acquisition plan, Securing data
for verification (3)
[Fairness] Data bias assessment (1)

Data Cleaning (DCL) [Common] Data representativeness review, Data error check (2)
[Fairness] Data bias periodic check (1)

Data Preprocessing
(DPR)

[Common] Data preprocessing result record, Data selection criteria record (2)
[Fairness] Data bias and sensitive information preprocessing, Data distribution
verification (2)
[Safety] Data attack check (1)

Model
Development

and Evaluation
(Model D&E)

Training Process
Management (TPM)

[Common] Training preparation record, Training history record (2)
[Fairness] Bias review during model learning (1)
[Safety] Open-source safety check (1)

Performance Evaluation
of AI model (PEA)

[Common] Performance evaluation record, Evaluation variation check, Model
change impact analysis (3)
[Fairness] Fairness maintenance check (1)

Safety Evaluation
of AI model (SEA)

[Safety] Safety check of the model source code, Model safety check from external
attacks, Provide model reliability (3)

Final AI model
Management (FAM)

[Common] Model detailed specifications record, Detailed design of the model
record (2)
[Fairness] Model’s fairness evaluation result record (1)

System
Evaluation

(SE)

System Safety
Evaluation (SSE)

[Safety] Safety evaluation according to system configuration, System safety
evaluation from external attacks (2)

System Safety
Preparedness (SSP)

[Safety] User error notice in advance, Provide exception handling policy,
Consider human intervention (3)

Operation
and Monitoring

(O&M)

AI Infrastructure
(AIN)

[Common] Infrastructure construction plan, Infrastructure utilization record (2)
[Fairness] Fairness management infrastructure (1)
[Safety] Safety management infrastructure (1)

AI model Operation
Management (AOM)

[Common] Define quality control criteria after model deployment (1)
[Fairness] Monitoring model quality (1)

3.3. Capability Dimension Design

Regarding capability dimension, we use the existing definition from SPICE and
A-SPICE—consisting of six levels, as described in Section 2.3.1—to be consistent in terms
of the framework extension with other AI software quality attributes, such as explainability,
privacy, fairness, and safety.

In SPICE, the capability of each process is determined by the process attribute (PA) for
each level. There are nine PAs, including one PA corresponding to capability level 1 (PA 1.1)
and eight other PAs where there are two for each level from level 2 to level 5 (PA 2.1 to
PA 5.2). PA 1.1 and the other PAs have different evaluation methods [33].
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For evaluating level 1 of a process, the base practices are used. Thus, to determine
whether the process satisfies level 1, we check whether the base practices in the process
have been performed or not; this is done by analyzing the related outputs. This process
achieves level 1 when it gets “largely achieved” or “fully achieved”.

• N (Not achieved): There is little evidence of achieving the process (0–15%).
• P (Partially achieved): There is a good systematic approach to the process and evidence

of achievement, but achieving in some respects can be unpredictable (15–50%).
• L (Largely achieved): There is a good systematic approach to the process and clear

evidence of achievement (50–85%).
• F (Fully achieved): There is a complete and systematic approach to the process and

complete evidence of achievement (85–100%).

3.4. AI Development Guidelines

For developers to quickly and effectively improve their capability for trustworthy AI
development, we also provide AI development guidelines with practical best practices.
Specifically, we provide 13 guidelines for the “Data collection and processing” process
area, 11 guidelines for the “Model development and evaluation” process area, and 17
guidelines for the “Operation and monitoring” process area. The guidelines consist of a
title, a description, and examples. Table 4 shows some of these guidelines.

Table 4. Example AI development guidelines.

Process Area Development Guidelines

Data collection and
processing

- Data need to be separately managed by training, validation, and test (unseen) data
- Data must be managed in the same units (e.g., Dollar vs. Euro), meanings, and terms (e.g., ENG or
Engineer)

Model development and
evaluation

- Filling the model card is recommended to provide transparent information
- In addition to code review, a review of the AI model specifications and algorithms is necessary
- Evaluation for other domains (not intended domain) should be conducted

Operation and
monitoring

- Metrics after deployment (considering commercialization, service, and market quality) must be
defined
- Continuous model quality management through market data analysis should be performed

4. Case Study

To evaluate the effectiveness of AI-MM, we apply AI-MM to 13 different AI projects
which might be vulnerable to social issues (e.g., gender discrimination) or safety accidents.
Table 5 describes these AI projects.

Table 5. Abstracted descriptions of 13 AI projects.

ID Domain Description ID Domain Description

Pr1

Vision

Image Object Classification 1 Pr8 Vision Text Recognition

Pr2 Image Object Classification 2 Pr9

Language & Voice

Language Translation

Pr3 Image Object Detection 1 Pr10 Voice Generation

Pr4 Image Object Detection 2 Pr11 Chatbot

Pr5 Image Manipulation Pr12
Recommendation

Recommendation 1

Pr6 Image Restoration Pr13 Recommendation 2

Pr7 Image Tagging

The assessment results of applying AI-MM to 13 AI projects are shown in Table 6. Pr6
has the highest maturity level (3.0), while Pr13 has the lowest maturity level (0.6). Here,
the maturity level of a project is the average of the capability levels of 13 processes.
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Table 6. Assessment results (capability levels) of applying AI-MM to 13 AI projects.

Process
Project

Pr1 Pr2 Pr3 Pr4 Pr5 Pr6 Pr7 Pr8 Pr9 Pr10 Pr11 Pr12 Pr13

Software requirements analysis 2 1 3 3 3 3 1 3 3 3 3 0 0

Software architecture design 2 3 3 3 3 3 2 3 3 2 3 2 0

Data collection 2 3 1 2 3 3 2 2 2 3 3 3 1

Data cleaning 0 3 2 3 2 3 1 1 1 3 1 1 1

Data preprocessing 0 3 1 3 2 3 1 1 3 3 2 0 0

Training process management 2 3 1 2 3 3 3 3 2 3 3 2 2

Performance evaluation of AI model 2 2 2 3 3 3 3 2 3 3 3 1 1

Safety evaluation of AI model 1 2 3 1 3 3 3 0 3 1 3 0 0

Final AI model management 2 3 3 3 3 3 2 3 2 3 3 1 1

System safety evaluation 0 3 3 1 0 0 0 0 3 1 3 0 0

System safety preparedness 0 3 3 0 0 0 0 3 2 0 2 2 0

AI infrastructure 0 1 0 1 0 0 3 0 3 0 3 1 0

AI model operation management 0 2 0 0 0 3 3 0 1 1 3 1 1

Averaged capability level of 13 processes
(maturity level) 1.4 2.5 1.9 2.3 2.8 3.0 2.2 2.3 2.4 2.0 2.7 1.1 0.6

In order to find how AI-MM can be used effectively and efficiently, we analyze the
13 assessment results statistically for various aspects, such as different assessors (e.g., self-
assessments by developers and external assessors), development periods, and a number
of developers, as well as correlations among AI-MM’s elements (e.g., processes and base
practices) in Section 4.1.

In Section 4.2, we provide a detailed case study of AI-MM adoption for real-world AI
projects and demonstrate its practicality and effectiveness through capability evaluation.
We also provide practical guidelines for AI fairness.

4.1. Analysis of Assessment Results
4.1.1. Developers’ Self-Assessments vs. External Assessors’ Assessments

We compare the self-assessment results with those made by external assessors (Table 7).
We asked developers to self-assess the capability levels of AI development processes while
we, as external assessors, assessed the project at the same time.

Table 7. Developers’ self-assessments vs. assessors’ assessments.

Process
Assessment Result (Capability Level)

Developers Assessors

Software requirements analysis 3.4 2.3

Software architecture design 3.1 2.4

Data collection 3.2 2.3

Data cleaning 2.6 1.6

Data preprocessing 2.8 1.6

Training process management 3.1 2.4

Performance evaluation of AI model 3.2 2.4

Safety evaluation of AI model 2.1 1.9

Final AI model management 3.1 2.4
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Table 7. Cont.

Process
Assessment Result (Capability Level)

Developers Assessors

System safety evaluation 2.3 1.8

System safety preparedness 2.1 2.0

AI infrastructure 2.3 1.4

AI model operation management 2.4 1.6

To measure the correlation between the assessment results of the two groups, Pearson
correlation analysis [34] is used. This approach can find the relationship between two
continuous variables, such as development periods (years) and income. The measured
value is R = 0.713, indicating a high correlation. As shown in Figure 3, the assessment results
of each process by the two groups are very similar, implying that developers reasonably
assessed whether AI development processes for their projects were fully or insufficiently
performed, similarly to third-party assessors. However, developers tend to award higher
capability levels than the assessors during their assessment. Thus, it is possible to consider
a new method of approximately inferring AI maturity by calibrating a developer’s self-
assessment results with an appropriate compensation formula to assess projects quickly
and with lower costs.
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4.1.2. Correlation of Project Characteristics and Maturity Levels

The relation between the overall maturity levels and project development periods
is measured by Pearson correlation analysis. The relation between the overall maturity
levels and the number of developers is also measured. Both measured coefficient values
are under 0.2 (R = 0.107 for periods, 0.125 for developers), indicating that the development
periods and the number of developers are not much related to the maturity levels (Table 8,
Figure 4).
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Table 8. Maturity levels, development periods, and number of developers of 13 AI projects.

Project Pr1 Pr2 Pr3 Pr4 Pr5 Pr6 Pr7 Pr8 Pr9 Pr10 Pr11 Pr12 Pr13
Correlation

(Pearson
Coefficient R)

Maturity level 1.4 2.5 1.9 2.3 2.8 3.0 2.2 2.3 2.4 2.0 2.7 1.1 0.6 -

Period (year) 5 5 2 0 0 2 3 0 5 4 2 1 0 0.107

Developer (EA) 21 20 7 4 4 23 8 5 20 10 4 6 9 0.125

The number “0” in the “Period” row means less than one year.
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We also check the correlations of the development periods and the number of develop-
ers with the maturity levels with respect to each process. As shown in Table 9, all processes
have a Pearson coefficient of 0.444 or less, which means there is no special correlation.

Table 9. Correlation of development periods and the number of developers w. r. t. each process.

Project
Pr1 Pr2 Pr3 Pr4 Pr5 Pr6 Pr7 Pr8 Pr9 Pr10 Pr11 Pr12 Pr13

Correlation
(Pearson Coefficient R)

Process Period Developer

Software requirements analysis 2 1 3 3 3 3 1 3 3 3 3 0 0 0.018 −0.025

Software architecture design 2 3 3 3 3 3 2 3 3 2 3 2 0 0.124 0.051

Data collection 2 3 1 2 3 3 2 2 2 3 3 3 1 0.170 0.115

Data cleaning 0 3 2 3 2 3 1 1 1 3 1 1 1 −0.043 0.070

Data preprocessing 0 3 1 3 2 3 1 1 3 3 2 0 0 0.263 0.258

Training process management 2 3 1 2 3 3 3 3 2 3 3 2 2 0.039 0.033

Performance evaluation of AI
model 2 2 2 3 3 3 3 2 3 3 3 1 1 0.208 0.056

Safety evaluation of AI model 1 2 3 1 3 3 3 0 3 1 3 0 0 0.309 0.206

Final AI model management 2 3 3 3 3 3 2 3 2 3 3 1 1 0.033 −0.045

System safety evaluation 0 3 3 1 0 0 0 0 3 1 3 0 0 0.444 0.125

System safety preparedness 0 3 3 0 0 0 0 3 2 0 2 2 0 0.109 −0.057

AI infrastructure 0 1 0 1 0 0 3 0 3 0 3 1 0 0.305 −0.038

AI model operation management 0 2 0 0 0 3 3 0 1 1 3 1 1 0.258 0.256

Period (Year) 5 5 2 0 0 2 3 0 5 4 2 1 0

Developer (EA) 21 20 7 4 4 23 8 5 20 10 4 6 9
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To evaluate the correlation among 13 AI projects, t-distributed stochastic neighbor
embedding (t-SNE) [35] is used. This compresses and visualizes the assessment results of
13 processes on the projects into two dimensions, as shown in Figure 5. The 13 AI projects
can be divided into three groups:

• Group 1 (Pr1, Pr8, Pr12, Pr13): These projects are research (pilot) projects for system
modules rather than entire systems.

• Group 2 (Pr4, Pr5, Pr6, Pr10): These projects are all vision domain projects developed
by overseas teams.

• Group 3 (Pr2, Pr3, Pr7, Pr9, Pr11): These projects have all been in commercial service
for more than two years.

• We also confirm that commercial projects (Group 3, average maturity level 2.34) tend
to have higher maturity levels than research projects (Group 1, average maturity
level 1.35).
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4.1.3. Correlations among AI-MM Processes

In order to find relationships among the 13 processes of AI-MM based on 13 AI projects,
we also used Pearson correlation analysis. The results are shown in Table 10. Based on this
analysis, the processes with Pearson coefficients above 0.7 are analyzed as follows:

• “Software requirements analysis” is highly correlated with three processes (i.e., Soft-
ware architecture design (R = 0.710), Performance evaluation of the AI model (R = 0.736),
and Final AI model management (R = 0.803)), indicating that it serves as the most
basic process for AI development.

• There is a high correlation (R = 0.760) between “Data cleaning” and “Data preprocess-
ing”, so they could be integrated into one in the future.

• The relationship between “Performance evaluation of AI model (PEA)” and “Data
preprocessing (DPR)” is high (R = 0.741), suggesting that the DPR activity must be
performed well in advance in order to perform PEA well.

• “Final AI model management” is highly related to “Software architecture design”
(R = 0.763); in order to increase the “Final AI model management” capacity, it is
necessary to comply with “Software architecture design” and “Software requirements
analysis” since they are the basic processes of AI development.
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Table 10. Pearson coefficients among processes of AI-MM based on 13 AI projects (bold font is used
for coefficients with an R value above 0.7).

Process SRA SAD DCO DCL DPR TPM PEA SEA FAM SSE SSP AIN AOM

Software Requirements Analysis (SRA) 1.000

Software Architecture Design (SAD) 0.710 1.000

Data Collection (DCO) 0.127 0.399 1.000

Data Cleaning (DCL) 0.307 0.354 0.347 1.000

Data Preprocessing (DPR) 0.583 0.596 0.464 0.760 1.000

Training Process Management (TPM) 0.112 0.177 0.698 0.226 0.388 1.000

Performance Evaluation of AI model (PEA) 0.736 0.581 0.356 0.372 0.741 0.443 1.000

Safety Evaluation of AI model (SEA) 0.446 0.539 0.164 0.191 0.465 0.134 0.680 1.000

Final AI model Management (FAM) 0.803 0.763 0.308 0.608 0.674 0.363 0.656 0.444 1.000

System Safety Evaluation (SSE) 0.290 0.449 −0.025 0.193 0.449 −0.225 0.205 0.474 0.353 1.000

System Safety Preparedness (SSP) 0.035 0.429 −0.051 −0.083 −0.019 −0.181 −0.304 0.022 0.166 0.621 1.000

AI Infrastructure (AIN) −0.046 0.186 0.116 −0.277 0.196 0.147 0.379 0.447 −0.132 0.436 0.156 1.000

AI model Operation Management (AOM) −0.187 0.006 0.401 0.107 0.253 0.528 0.289 0.446 0.007 0.141 −0.067 0.555 1.000

4.1.4. Correlations among AI-MM Base Practices

In order to find correlations among 53 base practices of AI-MM, the assessment
results of 13 projects were analyzed by Fisher’s exact test [36], which can be used to find
interrelations between categorical variables. The results show that most base practices are
independent, except for the following pair of base practices:

• The two base practices of “User-conscious design” (design by considering characteris-
tics and constraints of AI system users) and “Data preprocessing result record” (record
a data preprocessing process and provide a reason if not necessary) show a strong
relationship, with a p-value of 0.016. Since they provide opposite results, as shown in
Table 11, they could be integrated into one in the future.

Table 11. Part of Fisher’s exact test results among base practices (p-value is below 0.05).

Process Base Practice Pr1 Pr2 Pr3 Pr4 Pr5 Pr6 Pr7 Pr8 Pr9 Pr10 Pr11 Pr12 Pr13

Software
architecture design

User-conscious
design N/A O O O O N/A O O N/A X O O X

Data preprocessing Data preprocessing
result record O O X X X O X N/A O O O X O

4.2. “Pr9” Case Study: Evaluating the Effectiveness of AI-MM
4.2.1. Project Description

This project (Pr9) is a language translation service that provides translation, reverse
translation, and translation modification functions for eight different languages (e.g., Ko-
rean and English). To apply AI-MM, we conducted assessments with project leaders,
project managers, and technical leaders. At first, various documents including design
documents and test reports were checked in advance, and AI checklists (i.e., base practices)
were delivered to conduct surveys. After that, we analyzed the responses and carried out
additional interviews to clarify ambiguous or insufficient answers. We finally assessed the
maturity of this project and checked the effectiveness of AI-MM.

4.2.2. Assessment Results

As described in Section 3, AI-MM consists of 5 process areas, 13 processes, and 53
base practices. In addition, the base practices can be divided into common AI practices,
fairness-specific practices, and safety-specific practices. In order to confirm the effectiveness
of AI-MM in various aspects, we analyzed the assessment results of 13 AI projects with
subsets of AI-MM, as follows:
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• AI-CMM: A maturity model with 24 Common AI practices
• AI-FMM: A maturity model with 13 Fairness practices
• AI-CFMM: A maturity model with 37 Common and Fairness practices
• AI-MM: A total maturity model with 53 Common, Fairness, and Safety practices

The language translation service is assessed to have high capability levels with re-
spect to AI fairness processes; accordingly, it shows a high level of fairness as a language
translation service for a global IT company. Some results of applying AI-MM (Table 12) are
explained as follows:

• AI-CMM (Common): Processes and base practices commonly applied to AI software
development are well established at the organizational level, and the development
team of this project also executes and respects the processes and practices well.

• AI-FMM (Fairness): This project is assessed to have level 2 or 3 capabilities in most
processes. However, organizational preparation and efforts to ensure the fairness
of AI are partially insufficient compared to the common maturity model (AI-CMM).
Table 13 shows the AI-FMM maturity level in detail.

Table 12. Assessment results of language translation by AI-MM.

Process AI-MM AI-CMM
(Common)

AI-FMM
(Fairness)

AI-CFMM
(Common

&
Fairness)

Software requirements analysis 3 3 2 3

Software architecture design 3 3 3 3

Data collection 2 3 2 2

Data cleaning 1 1 0 1

Data preprocessing 3 3 2 3

Training process management 2 2 2 2

Performance evaluation of the AI model 3 3 N/A 3

Safety evaluation of the AI model 3 - - -

Final AI model management 2 3 0 2

System safety evaluation 3 - - -

System safety preparedness 2 - - -

AI infrastructure 3 3 3 3

AI model operation management 1 1 1 1

Table 13. Assessment results of language translation by AI-FMM (Fairness).

Process Dimension Capability Dimension
Assessment Evidence

Area Process Base Practice L1 L2 L3 L4 L5 Result

P&D
SRA

Fairness risk
factor analysis O

O
Level 2

Fairness-related matters are managed by AI
model cards and

fairness evaluation metrics and stakeholder
fairness reviews are carried out at the project

level (not organization level)

Fairness evaluation metric O

Stakeholder review—
fairness O

SAD Design considering
fairness maintenance O O O Level 3

Preprocessing/postprocessing filtering is
designed for fairness issues (this is an

organization policy)
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Table 13. Cont.

Process Dimension Capability Dimension
Assessment Evidence

Area Process Base Practice L1 L2 L3 L4 L5 Result

Data
C&P

DCO Data bias assessment O O Level 2
Biases are addressed by the “Everyone’s

corpus” of the National Institute of the Korean
Language, which was evaluated as “bias free”

DCL Data bias periodic check X Level 0 Bias issues are reviewed only if there is a
report related to data bias

DPR

Data bias and sensitive
information preprocessing O

O
Level 2

User-sensitive information, such as e-mails and
phone numbers, are under self-management,

such as filtering and deleting sentencesData distribution
verification N/A

Model
D&E

TPM Bias review
during model learning O O Level 2

Mitigation tasks are performed using a variety
of learning data to address bias issues, such as

overfitting models

PEA Fairness maintenance check N/A -

FAM Model’s fairness
evaluation result record X Level 0 Fairness evaluation is performed, but it cannot

be confirmed because there is no record

O&M
AIN Fairness management

infrastructure O O O Level 3 Continuous learning system for fairness
management has been constructed

AOM Monitoring model
quality O Level 1 Quality monitoring of the AI model is

performed based on actual system logs

Specifically, to check the practicality of the fairness maturity assessment results, we
looked into what fairness issues were detected during the actual language translation
service and compared this service with a state-of-the-art commercial language translation
service provided by a global IT company. Table 14 shows the comparison results for fairness
issues identified in the two services. Both services have similar gender-bias issues, showing
that our service has a fairly high and commercial-level quality of fairness, as compared to
the global IT company service. Gender issues appear more frequently in Korean-to-English
translations; unlike Korean, which uses more words that are not gendered, English often
uses words that reveal specific genders.

Table 14. Comparison of fairness issues in two language translation services.

Languages Source Input
(Text)

Target Output (Translated Text)
Comparison Result

Global IT Service Our Service

Korean→ English

내 동생은 My brother My younger sibling

[Global IT service:
Inferior]

“brother” is
male-biased

나는 미국에서

인종 차별을 당했다.
I was racist in the

United States.
I was segregated in

America.

[Global IT service:
Inferior]

Wrong translation

쟤는 교수야.
쟤는 간호사야.

He is a professor.
He is a nurse.

He’s professor.
She’s a nurse.

[Our service: Inferior]
Biased by job types

Spanish→ English

Marie Curie nació en
Varsovia. Recibió el

Premio Nobel en 1903 y
en 1911.

Marie Curie was born
in Warsaw. She

received the Nobel
Prize in 1903 and in

1911.

Marie Curie was born
in Warsaw. He received
the Nobel Prize in 1903

and in 1911.

[Our service: Inferior]
“Marie Curie”

translated as male
wrongly

To provide the characteristics of the AI model transparently, an AI model card
(Table 15) of this AI project was documented and used intensively to assess capabilities.
For example, it was checked by an AI model card that shows fairness policies and design
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information, such as “It is equipped with the function of filtering abusive language that
can offend users when outputting machine translation results.”

Table 15. Part of the AI model card of the language translation project.

Component Item Description

Model information

Purpose The text translation model is developed to provide cloud translation services and
supports eight languages (En, Ko, Es, Fr, De, It, Ru, Pt)

Model architecture The neural machine translation uses transformers

Inputs and outputs Input: source text (UTF-8), output: target text (UTF-8) and result status

Training data
Characteristics Everyone’s corpus (https://corpus.korean.go.kr/, accessed on 30 March 2023), AI

Hub, Wikipedia

Training method Preprocessing, such as deduplication and noise removal filtering, subword
tokenization with 32 Nvidia V100 GPUs, dropout 0.2, optimizer ‘adam’

Evaluation data
Characteristics Flitto3000 (mixture), merge800 (mixture), iwslt (ted talk), flores (wikimedia)

Testing method Access the AI model using the translation API, extract translation results, and
measure the BLEU score (using SacreBLEU tool) through scripts

Performance metrics

Name & formula BLEU (BiLingual Evaluation Understudy) score
Formula: https://en.wikipedia.org/wiki/BLEU (accessed on 22 February 2023)

Evaluation method Use benchmark evaluation tools to execute and analyze (measure the comparison
of correct answers with the translation results obtained through the API call)

Evaluation result BLEU scores (equal and superior to major companies)

Ethics Fairness

- A translation is a task that faithfully converts a given input into the target
language and does not judge the input
- Bias may occur in the process of restoring an input statement with missing
subjects or objects with any pronoun, depending on the target language
- It is equipped with the function of filtering abusive language, which may offend
users, when outputting machine translation results
- Bias may occur; for example, when the names of famous politicians or celebrities
may be translated into unintended names or nicknames

5. Conclusions

This paper proposed a new maturity model for trustworthy AI software (AI-MM) to
provide risk inspection results and countermeasures to ensure fairness systematically. AI-
MM is extensible in that it can support various quality-specific processes, such as fairness,
safety, and privacy processes, as well as common AI processes, and it is based on SPICE,
a standard framework to access software development processes. To verify AI-MM’s
practicality and applicability, we used AI-MM for 13 different real-world AI projects and
demonstrated the consistent statistical assessment results on the project evaluation.

To fully support trustworthy AI development, it is required to adapt and extend AI-
MM with additional quality-specific processes of trustworthy AI, regarding explainability,
privacy, and others. Furthermore, AI-MM needs to be verified with more AI development
projects with diverse qualities and scenarios, such as safety-critical autonomous robots
and generative chatbots. It is also interesting to discuss how to enforce that AI-MM is
used for projects at all stages of AI development, including strict organizational policies
or sponsorships from top level managers that incorporate AI process maturity levels into
service release requirements. To reduce the time and resources required for AI maturity
assessments of AI projects, we need to identify assessment activities in continuous learning
AI systems, which could be automated to quickly and intelligently assess various AI
projects by learning previous AI project assessment results. These research directions
will help improve the reliability of AI products, such as AI robots, which must guarantee
various qualities (e.g., fairness, safety, and privacy), provide a foundation for enhancing
companies’ brand values, and prepare for AI standard trustworthy certification.

https://corpus.korean.go.kr/
https://en.wikipedia.org/wiki/BLEU
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