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Abstract: With the increasing requirements for the security of medical data, military data, and other
data transmission, data hiding technology has gradually developed from only protecting the security
of secret data to all transmission data. As a necessary technical means, reversible data hiding in
encrypted images (RDH-EIs) provides superior performance in terms of security. To simultaneously
improve the effectiveness of RDH-EIs, this work proposes a mixed multi-bit layer embedding strategy
in encrypted images. The cover image is processed into two categories: available hidden blocks
(AHBs) and unavailable hidden blocks (UHBs) at the sender. Then, all data are embedded in the
multi-bit layer of the encrypted pixels in AHBs through two embedding strategies to obtain the
transmission image. At the receiver, the user can extract the needed data separably according to
different keys to achieve error-free extraction of the secret data and lossless recovery of the cover
image. The experimental results show that the proposed scheme has the advantages of superior
embedding capacity and high decryption quality over the current state-of-the-art works.

Keywords: reversible data hiding in encrypted images; high capacity; separability; data transfer
safety; adaptive multi-bit layer embedding strategy; fixed multi-bit layer embedding strategy

1. Introduction

Data hiding technology is an essential technology in the field of data security. At
the early stage of development, it can only guarantee the security of the secret data. Still,
it cannot fully recover the cover image at the receiver, such as the least significant bit
(LSB) algorithm [1]. Research focuses on reversible data hiding (RDH) at the second stage
of technology development to achieve lossless recovery of the cover image. It has been
widely applied in military, medical, and information security applications. In the last
two decades, RDH technology has flourished [2]. General RDH algorithms are based on
three types of techniques: lossless compression [3–5], extended transformations [6–11], and
histogram shifting (HS) [12,13]. With these techniques, many algorithms can achieve better
performance. For example, in [12,13], a general framework for constructing HS-based
RDH is used to effectively achieve high capacity and low distortion by employing specific
shifting and embedding functions.

The above traditional RDH methods are used in plaintext cover images. During data
transmission, the visual quality of the transmission image is close to that of the original
cover image because of the technology demand, so it is not easy for the secret data to be
discovered. However, in this case, the content of the cover image is constantly exposed.
Data security has become increasingly important in recent years with the continuous
development of data privacy protection technology. On the one hand, the data sender
does not trust the transferred server because the data are easily stolen. On the other hand,
the plaintext cover image is more likely to be cracked. Then, RDH in encrypted images
(RDH-EIs) was developed to meet the needs of privacy and security. RDH-EI technology
embeds data in encrypted images so that the contents of secret data and the cover image
are not visible during transmission. This benefit has significant implications for military
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communications, private medical data, trade secret data, and other data security areas.
Therefore, it has been a research hotspot in recent years.

The existing RDH-EI schemes are mainly divided into two main categories: vacating
room after encryption (VRAE) [14–22] and reserving room before encryption (RRBE) [23–39].
They are based on the order in which the hidden room is vacated and image encryption. In
general, the vacating room and reserving room mean analyzing the current image through
certain techniques to create some space for other data hiding. The space can be empty bits,
and data will be placed directly in empty positions. It can also be locations with data, but
the data can be modified to reflect embedded information and can be completely restored.

Under the VRAE framework, the sender first encrypts the cover image, then uses some
technologies to make space in the encrypted image, and finally uses the data hiding key to
embed data in the vacated room. Zhang [14] realized data hiding through flipping the low
3 bits LSB of pixels, but there is error data extraction. Hong et al. [15,16] improved the wave
function and used the correlation of pixels to reduce the error rate. To vacate the room,
the LSBs of encrypted pixels were compressed with a special matrix [17]. Kim [18] used
Hamming code to hide data in compressed and encrypted image blocks and introduced
quantization to adjust the embedding capacity. Block encryption [19–22] was used to
preserve the correlation in the encrypted image, and then traditional RDH technologies
such as HS and difference expansion were designed to embed data.

In the above schemes, some methods may have error codes in data extraction or image
recovery, which are not completely reversible. Some methods are completely reversible
but limit the embedding capacity. Therefore, the RRBE framework was developed to
improve the situation. Compared with the previous VRAE schemes, RRBE schemes are
more convenient for the high embedding capacity, reversibility, and security.

Under the RRBE framework, the sender pre-processes the cover image before encryp-
tion to reserve room or generate a new image format conducive to hiding. In previous
studies, classifying image blocks and pixels by using some rules is a common technical
means. Ma et al. [23] classified image blocks by smoothing function calculation to reserve
the LSBs of pixels in blocks. Qin et al. [24] divided image blocks according to the pre-
designed threshold and reserved room by compressing some blocks’ LSB. Wu et al. [25]
classified the cover image into blocks with different scales. Then, the lowest two bits of
each pixel were used to vacate room. The pixels were sorted according to the predefined
fixed classification mode in [26,27]. For the above methods, the adaptive classification
method [23–25] has the advantage of mining the hidden space as much as possible but
requires uncertain auxiliary information. The fixed classification methods [26,27] have
fixed costs but limit the amount of hidden space. Prediction technology is also applied
through high performance [28–30]. Most significant bit (MSB) prediction was proposed
in [31–34] based on the high correlation of the adjacent pixel values of the cover image,
which significantly improves the embedding capacity and the image recovery quality. Inter-
polation techniques [26,35,36], compression [24,37,38], and HS [39] have also been further
studied and applied to encrypted images.

These schemes all use a single hider and maintain the amount of data that is always
kept consistent with the size of the cover image during transmission. In addition, in
recent years, some scholars have proposed multiple hiders schemes [40–42] based on secret
sharing, which has also promoted the development of this field.

The above technologies have improved recovery quality and embedding rates. How-
ever, there may be problems with reserving room and how data embedding can be achieved
after encryption.

It can be found that some problems exist in previous studies, such as the fact that
the secret data cannot be extracted completely and accurately in some algorithms [14–16],
so complete reversibility cannot be achieved. The embedding capacity needs to be im-
proved [19,20,23,33], but the image recovery quality will be affected. The joint schemes
at the receiver [14,26,27,37] and others need to process the data in order for the operation
to be simple but low in flexibility; the separable schemes such as [17–25,33,36] are crucial
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to achieving independence in data extraction and image recovery but also increase the
complexity. Therefore, RDH-EI is more challenging than traditional RDH. Balancing the
embedding rate, the accuracy of secret data extraction, the quality of image recovery, and
separability is a technical challenge. In this paper, all the challenges mentioned above are
considered. A separable RDH-EI scheme based on a mixed multi-layer embedding strategy
is proposed to improve the embedding capacity under error-free data extraction conditions.
The scheme belongs to the RRBE framework.

The contributions of the proposed scheme are as follows:

• A two-round block segmentation method with different sizes is proposed, which
extends the number of hidden blocks and is conducive to providing embedding room;

• Adaptive multi-bit embedding (AMLE) and fixed bit layer embedding (FMLE) strate-
gies are designed to embed all data jointly, which can compress auxiliary data to
reserve more room for data embedding;

• Separability and full reversibility can be guaranteed;
• Decrypted images maintain satisfactory quality at maximum embedding capacity.

The rest of the paper is organized as follows. Section 2 shows the related works.
Section 3 describes the specific scheme. Section 4 gives the experimental results and
performance analysis. Section 5 presents the conclusion.

2. Related Works

This section mainly reviews the relevant RDH-EI algorithms from recent years on the
study of available hidden spaces.

In [19,20], block encryption was adopted. Then, the encrypted image was divided
into 2 × 2 blocks, and lossless compression techniques such as Huffman coding were used
to compress the bit plane to vacate space. Finally, the cover image was recovered by the
shared MSBs. However, the block was too small, which affected the embedding capacity.

In [23], selecting available blocks is in the pre-processing step. A function is defined
to measure the first-order smoothness of blocks, and the blocks are classified into smooth
blocks and complex blocks by the function value. The LSB bits of the pixels in the smooth
blocks are then reserved for hiding. This scheme provides multi-layer embedding, but with
the increase in the used bit planes, the image recovery performance decreases significantly.
Therefore, this scheme studies three LSB planes at most.

In [24], the threshold T is designed in advance, ranging from 5–100. The smaller T is,
the fewer image blocks are available. The space can be reserved by compressing the LSB
layer in the block set of the smooth region. Because only part of the image block is modified
during data embedding, the quality of the directly decrypted image is satisfactory, but the
embedding capacity is small.

In [25], the cover image was processed into blocks with different scales after three
rounds of segmentation and marked. The lowest two LSBs of each pixel in the available
block are reserved spaces. Then, the average and reference values of pixels in the block are
embedded as auxiliary data. The algorithm is affected by the image block size and fixed
threshold, and the space needs further improvement.

In the above mentioned works, lossless compression technology, the block size, the
fixed threshold, single-layer embedding, and other factors affect the algorithms’ perfor-
mance. Although these algorithms have made some accomplishments, they still need to be
improved in terms of embedding capacity and decryption quality.

3. Proposed Scheme

While ensuring that both the cover image content and secret data can be securely
transmitted and restored, to improve the embedding capacity and decryption quality of
the cover image, this paper proposes a separable RDH-EI scheme.

The scheme includes image pre-processing, image encryption, data embedding, and
data extraction and recovery. Figure 1 shows the basic framework of the proposed scheme.
The sender segments the cover image into non-overlapping blocks by two-round segmenta-
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tion and classifies the blocks into available hidden blocks (AHBs) and unavailable hidden
blocks (UHBs) based on the correlation of pixels. Then, it generates a location map and
creates the hidden room by encoding the pixel information in the AHBs in turn. Next, the
cover is encrypted with an encryption key Ke. Finally, all data, including secret data and
auxiliary data, are embedded by two embedding strategies (AMLE and the FMLE) based
on the hiding key Kd. After transmission, the receiver can extract the required data and
recover the cover image separately, depending on the type of key possessed.
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3.1. Pre-Processing

In the proposed scheme, pre-processing refers to the stage before image encryption.
The main function is to reserve room. This section carefully illustrates the steps. It contains
two-round segmentation, parameters design, auxiliary data generation, and other steps.

• First-round segmentation.

Input the cover image with the size of M × N and decompose it into non-overlapping
blocks with the size of m × n in the main order of rows. The number of pixels in a block is
l1 = m × n. The block is represented as the column vector X = {x1, x2, . . . xl1 }.

Next, set threshold parameter T and calculate differences. T takes the exponent of 2,
as the condition of whether the block can be hidden. Then taking the first pixel x1 of each
block as a reference, calculate the difference between X and x1, and record it as:

D =
{

d1, d2, . . . dl1
}

. (1)

Let the maximum value of D be max(D). If max(D) < T, it means that it is a smooth
block. Then mark the block as an AHB by setting LSB of x1 to 1, and type BT1. Otherwise,
mark the block as an UHB by setting LSB to 0. Since the hidden room needs to be reserved
in the AHBs, the auxiliary data generated by them is recorded. The auxiliary data for each
AHB are as follows. The binary representation of (1) is:

D01 =
{
(d1)01, (d2)01, . . . (dl1)01

}
. (2)
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The positive and negative of D are recorded by parameter w with 1 bit. The length
of D01 is related to T, usually log2 (T) bit. To reach pixels recovery without loss at the
receiver, w and the D01 are combined to generate the auxiliary data E1, which is represented
as follows:

E1 =
{

w1, (d1)01, w2, (d2)01, . . . wl1 , (dl1)01

}
. (3)

• Second-round segmentation.

After first-round segmentation, the image blocks are divided into AHBs and UHBs.
Then, the UHBs are used for second-round segmentation. First, the UHB is divided into
two sub-blocks, P and Q, to expand the embedded space. They are generated by the
segmentation of the column vector X and represented as follows:

P =
{

x1, x2, . . . xl2
}

, Q =
{

xl2+1, xl2+2, . . . xl1
}

. (4)

Second, the sub-blocks are classified in the same way as the first round, and then the
smooth blocks are marked as AHBs, type BT2, and the other blocks are complex, marked as
UHBs, type BT3. Unlike the first round, the marker bit for P is in the penultimate position
of x1, and the marker bit for Q is still in the LSB. After the above processing, the whole
image is marked into three categories. The description of the blocks is shown in 0.

Table 1 describes the characteristics of the three types of blocks. Column 2 shows the
block type. Column 3 shows the length, l1, l2, or l1-l2. Column 4 shows the number of each
type. The last column shows the reference pixels in different types of blocks, which may be
x1 or xl2+1.

Table 1. Description of different types of blocks.

Block Type Classification Length Number Reference Pixel

BT1 AHB l1 N1 x1
BT2 AHB l2(P) or l1-l2(Q) N2 x1 or xl2+1
BT3 UHB l1-l2(Q) or l2(P) N3 xl2+1 or x1

The above process of classification and position marking is shown in Figure 2.
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Figure 2 gives the results of block processing after the steps above. The sub-figures
contain schematic diagrams of two-round block segmentation, classification, and position
marking. In Figure 2a,b show the two types of image blocks obtained after the first-round
segmentation. (a) describes the AHB. The value of the marker position (LSB) is 1 and the
block type is BT1. The data are embedded in 2~l1 bytes. (b) describes the UHB, which
needs to be segmented for the second round to obtain sub-blocks P and Q. The marker
value is 0. P may be as (c) and (e), and Q may be as (d) and (f). There are two possible types
of each sub-block. Hence, P and Q have four combinations, such as (c) and (d), (e) and (f),
or other combinations, but the total length of P and Q is l1. The type of AHBs in P and Q
is BT2. The data are embedded in 2-l2 bytes or l2 + 1~l1 bytes. The specific segmentation
method will affect the performance of the scheme.

As shown in Figure 2, the specific location is marked, and so the marked image
is obtained. In addition, the mark value and two location maps, Map1 and Map2, are
generated. Among them, Map1 is used to store the marks of first-round segmentation and
Map2 is used to store the marks of second-round segmentation. At the same time, the
original LSB of x1 and the length: S1, S2, LS1 , and LS2 are also recorded.

LS1 = (M× N)/(m× n). (5)

LS2 = N2 + N3 = 2× ((M× N)/(m× n)− N1). (6)

Similarly, E2 of sub-blocks P and Q is obtained in the same way as E1. So far, all
auxiliary data: S1, S2, E1, and E2, and their length: LS1 , LS2 , LE1, and LE2 are obtained.

3.2. Encryption

The pseudo-random matrix with the same size as the marked image bit matrix is
generated by the encryption key Ke, and then, XOR is performed with the marked image
bit matrix to obtain the encrypted image.
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The range of the gray pixel value f (i, j) at the position (i, j) in the marked image is
[0, 255]. Let the bit of each pixel be: bi,j,1, bi,j,2, . . . bi,j,8, and the relationship between it and
the gray value f (i, j) is shown in (7) and (8):

bi,j,k =

⌊
f (i, j)
2k−1

⌋
mod2, k = 1, 2, . . . 8 (7)

f (i, j) =
8

∑
k=1

(bi,j,k × 2k−1), k = 1, 2, . . . 8. (8)

Then perform the XOR operation between the pseudo-random binary array ri, j, k, and
bi, j, k. As shown in (9):

Bi,j,k = bi,j,k ⊕ ri,j,k, k = 1, 2, ...8. (9)

where B is the encrypted image. The encryption key Ke is also used as the decryption
key, which is reversible, ensuring that the image content before encryption is completely
restored in the decryption phase.

3.3. Data Embedding

In this section, Kd is used to control the embedding process of secret data. Namely, the
secret data are embedded in the encrypted image B through the embedding strategy. This
section describes two strategies: the FMLE strategy and the AMLE strategy.

• The FMLE strategy

In this way, all AHBs use a fixed threshold. Each AHB uses the same T, so all hidden
pixels in the AHBs use the same number of error bits with the length of log2(T). The
remaining number of embeddable bit layers is fixed.

Figure 3 illustrates the FMLE strategy. Figure 3a,b show how the AHBs for types of
BT1 and BT2 are processed under the strategy. Below, blocks of type BT1 will be elaborated
as the example. In Section 3.1, x1 in the block is LSB marked to obtain the marked block
(see the left part in the sub-figure). Figure 3a gives the strategy of the first AHB. To consider
decryption recovery at the receiver, it is necessary to embed m and n. The strategy adopted
by other AHBs is shown in Figure 3b. Then, the encrypted block (see the middle part
of the sub-figure) is obtained by encryption in Section 3.2. The encrypted image block
loses relevance, and the LSB mark is covered. Therefore, during data embedding, the
two location maps, Map1 and Map2, and the hiding key are used to guide secret data
embedding. If the value in the location map is 1, the block belongs to the AHB, otherwise,
it belongs to the UHB. Meanwhile, the value is embedded in the MSB position in x2 of the
block with 1 bit in each block. In this paper, x1 is the reference pixel and plays an essential
role in the cover recovery phase, so it cannot be used for data embedding.

The data embedding structure is given in the third sub-figure of Figure 3a,b. The
auxiliary information T, E1, and S of the block are embedded in the low position of the
pixels. The remaining space is used for secret data hiding. Thus, the order of embedding
data is MSB, m, n, T, E1, S1, and secret data in the first AHB. For other AHBs, unlike
Figure 3a, there is no need to embed the parameters again.

Figure 3c shows the processing method of UHBs. Although secret data are not hidden
in the UHBs, the marking information MSB must also be embedded for the receiver to
correctly distinguish the AHBs and the UHBs.
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• The AMLE strategy

In this way, all AHBs adopt dynamic thresholds. Each AHB directly uses the max(D)
of the block itself as the threshold and the number of error bits is dynamic with a length
of log2(max(D)). Because the max(D) corresponding to each block is inconsistent, the
remaining number of embeddable bit layers in a hidden pixel is dynamic.

Figure 4 illustrates the AMLE strategy. The process is consistent with the FMLE
strategy, but there is a difference in data embedding. Under the FMLE strategy, the fixed
T must be embedded into the first AHB but there is no need in other AHBs. However,
during the embedding process under the AMLE strategy, each dynamic T generated by the
original block can be embedded. T may be max(D)-1, max(D)-2, . . . and so on. As shown
in Figure 4a,b, they are embedded with fixed bits in AHBs in turn. If the max(D) < T, the
number of error bits will decrease. Therefore, this strategy dynamically compresses the
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auxiliary information E1 into E1
′ which further increases the available hidden space for

secret data embedding.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 9 of 19 
 

the embedding process under the AMLE strategy, each dynamic T generated by the orig-

inal block can be embedded. T may be max(D)-1, max(D)-2,… and so on. As shown in 

Figure 4a,b, they are embedded with fixed bits in AHBs in turn. If the max(D)<T, the num-

ber of error bits will decrease. Therefore, this strategy dynamically compresses the auxil-

iary information E1 into E1ʹ which further increases the available hidden space for secret 

data embedding. 

Block marking 

x1       x2                    xl1

Data embedding

x1
ʹ       x2

ʹ                        xl1

ʹ  

8

7

6

5

4

3

2

1

Ke Kd
......

m,n

LSB

MSB
secret

data
…

…

m,n

…

…

E1ʹ+S1 ...

…

max

(D)

-1

…

…

…

…
 

(a) 

Block marking 

x1       x2                    xl1

Data embedding

x1
ʹ       x2

ʹ                        xl1

ʹ  

8

7

6

5

4

3

2

1

...

LSB

Ke Kd
...

MSB

... ...

…

secret

data

…

…

…

max

(D)

-2

...

E1ʹ+S1 ...

...

...

...

 

(b) 

Figure 4. Schematic diagram of the AMLE embedding strategy for AHBs with the type of BT1: (a) 

the AHB (the 1st BT1 block) and (b) the AHB (other BT1 blocks and BT2 blocks). 

The data embedding structure is given in the third sub-figure of Figure 4a,b. The 

auxiliary information max(D), E1 and S1 of the block are embedded in the low position of 

the pixels. The order of embedding data is MSB, m, n, max(D), E1′, S1, and secret data in 

the first AHB. For other AHBs, embed the above parameters except for m, n. 

In addition, the processing of UHBs is the same way as that of the FMLE strategy. 

• Capacity analysis and comparison of the two strategies 

Table 2 describes the comparison of the capacity and use conditions by using exam-

ples. Taking the AHB (BT1) as an example, the capacity and error bits costs of the two 

strategies are compared as follows. 

Table 2. Comparison of two embedding strategies (FMLE and AMLE). 

Max (D) Single Pixel Single Block Comparison (Single Block) 

 FMLE(bits) AMLE(bits) FMLE(bits) AMLE(bits) Decrease in cost(bits) 
Increase in 

cost (bits) 

0 nf 0 nf*(l1−1) 0 nf*(l1−1) nf 

1 nf 1 nf*(l1−1) (l1−1) (nf−1)*(l1−1) nf 

2~3 nf 2 nf*(l1−1) 2*(l1−1) (nf−2)*(l1−1) nf 

Figure 4. Schematic diagram of the AMLE embedding strategy for AHBs with the type of BT1: (a) the
AHB (the 1st BT1 block) and (b) the AHB (other BT1 blocks and BT2 blocks).

The data embedding structure is given in the third sub-figure of Figure 4a,b. The
auxiliary information max(D), E1 and S1 of the block are embedded in the low position of
the pixels. The order of embedding data is MSB, m, n, max(D), E1

′, S1, and secret data in
the first AHB. For other AHBs, embed the above parameters except for m, n.

In addition, the processing of UHBs is the same way as that of the FMLE strategy.

• Capacity analysis and comparison of the two strategies

Table 2 describes the comparison of the capacity and use conditions by using examples.
Taking the AHB (BT1) as an example, the capacity and error bits costs of the two strategies
are compared as follows.

Table 2. Comparison of two embedding strategies (FMLE and AMLE).

Max (D) Single Pixel Single Block Comparison (Single Block)

FMLE (bits) AMLE (bits) FMLE (bits) AMLE (bits) Decrease in cost (bits) Increase in cost (bits)
0 nf 0 nf × (l1 − 1) 0 nf × (l1 − 1) nf
1 nf 1 nf × (l1 − 1) (l1 − 1) (nf − 1) × (l1 − 1) nf

2~3 nf 2 nf × (l1 − 1) 2 × (l1 − 1) (nf − 2) × (l1 − 1) nf
4~7 nf 3 nf × (l1 − 1) 3 × (l1 − 1) (nf − 3) × (l1 − 1) nf

8~15 nf 4 nf × (l1 − 1) 4 × (l1 − 1) (nf − 4) × (l1 − 1) nf
. . . . . . . . . . . . . . . . . . . . .

T/2~T-1 nf nf nf × (l1 − 1) nf × (l1 − 1) 0 nf
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In Table 2, nf = log2(T) means the number of error bits represented by T in binary for
a single hidden pixel. Column 1 gives several cases when the pixel difference within the
block is less than T and the embedding conditions are met. Columns 2 and 3 indicate the
difference coding length of a single pixel in the AHB under the two strategies. It can be
found that under the FMLE strategy, all the differences are encoded as nf bits. While under
the AMLE strategy, the bits required for the difference coding are gradually increased until
they are the same as in the case of FMLE. Columns 4 and 5 show the coding length of the
AHB of BT1 type under the two strategies. Columns 6 and 7 represent the number of bits
saved and the increased cost in each block compared with AMLE and FMLE. Theoretically,
AMLE uses dynamic thresholds, and the length of E′ will be shorter than E in all probability,
but the fixed cost will also increase, so it is necessary to judge which strategy to choose in
the processing process. The following is a brief analysis.

Let the threshold be T, the length of an AHB be l1, and the max(D) of the block be T/k
(k > 1), where k is the scale factor. Under the FMLE strategy, the length of E generated by
this block is:

LBE = (l1 − 1)× log2(T)(bits). (10)

Under the AMLE strategy, the length of E generated by this block is:

LBE′ = (l1 − 1)× log2(T/k) + log2(T)(bits). (11)

The calculation is as follows:

LBE − LBE′ = (l1 − 1)× log2(T)− ((l1 − 1)× log2(T/k) + log2(T))
= (l1 − 1)× n f − ((l1 − 1)× n f − (l1 − 1)× log2(k) + n f )
= (l1 − 1)× log2(k)− n f

(12)

If LBE − LBE′ > 0, the block uses FMLE to generate more auxiliary information and the
hidden space is less. Therefore, AMLE should be adopted. Otherwise, FMLE is adopted.
At different lengths, a mixed embedding strategy can ensure a reduction in auxiliary
information and an increase in embedding capacity. The specific calculation is as follows:

(l1 − 1)× log2 k− n f > 0

l1 >
log2 k+n f

log2 k
l1 > n f + 1

(13)

Formula (13) gives the judgment conditions for selecting two strategies. The derivation
here is based on l1, which applies to all AHBs. The results show that the block length
affects the selection of the embedding strategy in the case of given T. When the block
length is greater than nf + 1, the pure capacity of the hidden block can be guaranteed to
increase. However, when the block length does not meet this condition, it is also acceptable.
The capacity increase caused by the small difference front can offset the cost of the large
difference and have a balance, which can also realize the overall capacity increase. However,
this situation depends on the gray values distribution. The more uniform the distribution,
the lower the requirements on the block length and the easier it is to hide data.

Thus, with this step, a mixed embedding strategy with a condition is created and used
to generate encrypted transmission image containing secret data.

3.4. Data Extraction and Image Recovery

• Case 1: Receiver only has hiding key Kd

Firstly, extract parameters m and n at the position of the second pixel. In the embedding
strategy, regardless of whether the first block belongs to AHB or UHB, the data of m and n
are in the second pixel, and its length is fixed. Next, according to Kd, extract all data and
classify them. The received image is segmented into blocks with a size of m × n, and the
MSB of the second pixel in each block (except the first block) is extracted. If MSB is 1, AHBs
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(BT1) can be acquired. Otherwise, segment the block for the second round, and extract the
MSB in the same way to obtain AHBs (BT2) and UHBs (BT3). Finally, all data are extracted
from all AHBs. The extracted data includes secret data and auxiliary data.

For AHBs belonging to BT1, the auxiliary data T is extracted from the first pixel based
on the AMLE strategy structure, and the number of error bits is fixed. For AHBs belonging
to BT2, the max(D) costs fixed bits in the AMLE strategy structure. Based on max(D), each
block recalculates a different T and gives a different number of error bits. LE1, LE2, LS1 , and
LS2 can be calculated by m, n, the number of error bits and the number of pixels in an AHB.

By using the above parameters and the mixed embedding strategy, separate auxiliary
data S1, E1, S2, E2, and secret data can be obtained.

• Case 2: Receiver only has encryption key Ke

Firstly, extract parameters m, n like Case 1. Then, directly decrypt the received image
with Ke to obtain the first decrypted image, De1. De1 is segmented with m and n to improve
the decrypted quality. The LSB of x1 is extracted in each block. If the LSB mark is 0, second-
round segmentation and mark information extraction are performed. After processing, the
blocks marked 0 are classified as UHBs, and the remaining blocks are classified as AHBs.
Finally, the first pixel in each block is used to restore other pixels in the AHBs, and the
pixels are unchanged in the UHBs. Here, the final decrypted image De2 can be obtained.

• Case 3: Receiver has encryption key Ke and hiding key Kd

Perform subsequent processing according to the results in Case 1 and Case 2. Take the
decrypted image De2 in Case 2 as the image object to be processed. Then, recover the LSBs
of the reference pixels in AHBs and UHBs with S1 and S2, and calculate the other pixel
values by E1 and E2 in the AHBs. The calculation of pixel values is reversible according to
the principle in Section 3.1. So far, a completely lossless recovered image can be obtained.

4. Experimental Results and Discussion

To demonstrate the validity and superiority of our scheme, the experiment adopts
standard grayscale images from publicly available datasets [43]. They are Lena, Airplane,
Peppers, and Baboon. The experimental configurations are a 3.60 GHz Intel i7 processor, a
Windows 7 operating system, and Matlab R2018a.

4.1. Embedded Capacity Analysis

Several factors affect the embedding capacity. One is the size of the block: m and n.
The larger size will reduce LS1 and LS2 . However, it will also increase the max(D) to limit
the number of AHBs and the embedding capacity. Therefore, the two-round segmentation
of block size needs to be studied. The second factor is T, which directly determines the
number of AHBs. The larger T is, the greater the number of AHBs that satisfy the condition.

This section uses the BT1 block in AHBs as an example to simulate the above parame-
ters and analyzes the relationship between them and the embedding capacity. Parameters
m and n are set to 2 × 2, 2 × 4, and 4 × 4. T is set to 4, 8, 16, 32, and 64. Here, the FMLE
strategy is used for analysis, and the results are shown in the figure below.

In Figure 5a, the horizontal axis represents different thresholds, and the vertical axis
represents the average pure capacity of the experimental images. The curves in (a) represent
four block size schemes: m2n2, m2n4, and m4n4, where m * n * denotes that the block is
with m rows and n columns. Each curve has five points, meaning the pure capacity when
T = 4, 8, 16, 32, and 64 from left to right. It can be found that when T is fixed, the pure
capacity corresponding to the three schemes is close, and m2n4 is more stable from the
overall average. From the results of different T, during the change of T from 4 to 64, several
curves show a trend of increasing first and then decreasing, which means that the pure
capacity also increases first and then decreases. The average pure capacity is the highest
when T = 16. Therefore, in the subsequent experiments, T = 16 is used for simulation.
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method and different thresholds on capacity and (b) the effect of the sub-block segmentation method
on capacity.

Figure 5b shows the embedding ability of the BT2 block in the sub-block segmentation
method (T = 16, m = 2, n = 4). The horizontal axis represents the segmentation method,
and the vertical axis represents two data types. The left Y axis represents the number of
BT2 blocks in the P and Q sub-blocks, and the right Y axis represents the pure embedding
number of BT2 blocks under different sub-block segmentation methods. Pm2Qn2 refers to
two sub-blocks and their length. Where m2 + n2 = 8 and m2, n2 ∈ [1,7]. Sub-blocks Q1 and
P1 with length 1 have no embedded capacity. The figure shows that the number of AHBs
increases with the decrease in P length from 7 to 2, and Q has the same trend because the
smaller the block length, the easier it is to meet the hidden conditions. It can be observed
that the P4Q4 mode corresponds to the highest embedding capacity. Therefore, m2 = 4 and
n2 = 4 are the second-round segmentation method, which also means l2 = 4. According to
the embedding strategy selection conditions in Table 1, l2 = 4 < nf + 1 = 5. Therefore, AMLE
is applied to BT1 blocks (l1 = 8) and FMLE is applied to BT2 blocks (l2 = 4) to maximize the
embedded capacity.

Figure 6 shows the number and proportion of each block type with T = 16 as an
example. It can be found that in the image with a smooth texture, the proportion of AHBs
is high, such as Peppers (78%), Lena (76%), and Airplane (75%). In the complex image
Baboon, the proportion of AHBs is 32%, and the proportion of UHBs is 68%, which is the
highest among several images. Generally, the higher the proportion of AHBs, the stronger
the embedding ability of the cover image.

The scheme is verified on the experimental images according to the above parameters,
and the cover image of each stage is shown as follows:

Figure 7 shows two examples of the results of each stage in the processing process. The
process of all cover images is similar. Column 1 shows the original cover images (a) and (f).
Then, the original cover images are encrypted using stream cipher to obtain figures (b) and
(j). Next, according to the Kd, the secret data are embedded to obtain the encrypted images
containing secret data (c) and (h). After transmission, the receiver decrypts the received
images to obtain figures (d) and (i). Figure 7e,j are the final recovered images. Visually,
the encrypted images and the transmission image are messy, improving the security of
the secret data and the content of the cover image at the same time. The experimental
data also show that the PSNR of the encrypted image and the transmission image are
between 8-10dB, which has a very low correlation with the original image. Meanwhile, the
decrypted and recovered images are highly similar to the original cover images.
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Figure 7. Results of the proposed scheme. (a–e) describe the process for Airplane; (f–j) describe the
process for Peppers.

Table 3 shows the experimental results of the proposed scheme with different T. The
table describes the pure embedding rate, decryption quality, and the recovered image
quality with different T. It can be found that the embedding rate increases first and then
decreases with T from 4 to 64. The first three images achieve the maximum embedding
rate when T = 16. However, the last image reaches the maximum at T = 32. From the
average point of view, T = 16 is optimal. Note that in the experimental results of the Baboon
image, two lines are blank. This is because the algorithm requires embedding a large
amount of auxiliary data to achieve separable reception and lossless recovery, and Baboon
images cannot provide such a large space under these two parameters. At the same time,
the decryption quality decreases with the increase in T, but the decryption quality is also
acceptable at the maximum embedding rate. As for quality of the recovered image, the
sign “+∞” means that it can be entirely consistent with the original cover image.
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Table 3. Experimental results with different T.

Image T
Embedding Rate PSNR of the PSNR of the

/bpp Decrypted Image/dB Recovered Image/dB

Lena 4 0.32 47.06 +∞
8 1.47 40.16 +∞
16 1.83 34.92 +∞
32 1.8 30.54 +∞
64 1.64 26.73 +∞

Airplane 4 1.27 46.27 +∞
8 2.03 41.08 +∞
16 2.22 36.65 +∞
32 2.19 32.12 +∞
64 2.06 27.55 +∞

Peppers 4 0.02 47.75 +∞
8 1.25 40.12 +∞
16 1.79 34.44 +∞
32 1.75 30.86 +∞
64 1.6 27.58 +∞

Baboon 4 / / /
8 / / /

16 0.26 35.75 +∞
32 0.54 28.54 +∞
64 0.48 22.46 +∞

To verify the performance, the maximum embedding capacity is compared with the
various algorithms in Table 4. In these algorithms, the maximum embedding rate that can be
achieved in works [14,15,18,20,22–24] does not exceed 1 bpp, but it does in works [19,25,34],
and the proposed scheme is between 1–2 bpp. Chen et al. [19] used block encryption and
achieved stable capacity by lossless compression in blocks of 2×2 size. Wu et al. [25] used
three rounds of block segmentation to obtain scalable sub-blocks according to the average
value of the blocks to provide embedding space. Wang et al. [34] embedded data into
the multiple MSBs of the embeddable pixels according to the strong correlation. After
two-round segmentation, the proposed scheme combines two strategies to obtain the best
embedding rate. The maximum embedding rates of the experimental images are 1.83 bpp,
2.22 bpp, 1.79 bpp, and 0.54 bpp. However, the embedding rate of complex image Baboon
is low due to two factors. One is that the number of AHBs in the image with a complex
texture is small. The second is that the amount of auxiliary data is relatively large.

Table 4. Comparison of the maximum embedding capacity for different schemes (/bpp).

Image Zhang
[14]

Hong
[15]

Kim
[18]

Chen
[19]

Wang
[20] Xu [22] Ma [23] Qin

[24] Wu [25] Wang
[34] Proposed

Lena 0.024 0.015 0.25 1.4 0.88 0.811 0.886 0.0325 1.192 1.796 1.83
Airplane 0.019 0.015 0.25 1.57 0.72 0.796 0.918 0.0325 1.22 1.832 2.22
Peppers 0.016 0.015 0.25 1.36 0.82 0.663 0.624 0.0325 1.173 1.844 1.79
Baboon 0.005 0.015 0.25 0.47 0.23 0.377 0.741 0.0325 0.316 0.484 0.54
Average 0.016 0.015 0.25 1.2 0.663 0.662 0.792 0.0325 0.975 1.489 1.6

Overall, combining the FLME strategy and the AMLE strategy is more helpful in
improving capacity, especially for the image with a smooth texture. Compared with the
above schemes, the proposed algorithm has a larger capacity than previous algorithms.

4.2. Image Quality Analysis

The receiver needs to decrypt and restore the transmission image. Below is an analysis
and comparison of the recovery quality of the cover image.
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Figure 8 shows the results of related schemes. Zhang [14] made a data extraction error
in the non-smooth area, which affected image recovery. Zhang [17] and Qin et al. [24] used
the MSB of adjacent pixels for data decryption and recovery. Xu et al. [22] and Ma [23]
used traditional RDH methods such as histogram shift for hiding and data recovery. Yi
et al. [30] realized data recovery through multi-round extraction of block-level prediction
error. The decryption performance of the proposed scheme in this paper is about 30–65
dB on the image with a smooth texture. At 1 bpp, the range of PSNR fluctuates from 40
dB to 50 dB and can be maintained at about 30 dB+ at the maximum embedding rate. On
the Baboon image with a complex texture, its decryption performance decreases. Still, it is
relatively stable as a whole and is slightly lower than 30 dB at the maximum embedding
rate, which does not affect the use. At the same time, in [14,17,24], the cover can be
completely reversible only when certain conditions are met. However, Refs [22,23,30] and
the proposed scheme can realize the real reversibility of the cover image. In general, when
the PSNR is greater than 30 dB, it is considered to have good visual quality. Therefore, the
proposed scheme can achieve better decryption performance than other schemes.
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(d) Baboon.

Table 5 shows other metrics comparisons of the proposed scheme with the related
works. Column 2 gives a comparison of the separability of each scheme. Among them,
schemes [14–16,30] adopted the joint method at the receiver, but the other schemes adopted
the separable method to achieve more flexibility. During the data recovery extraction phase,
the data accuracy cannot be fully guaranteed in [14–16], and the recovered image is lossy.
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However, the data can be extracted accurately in [17]. The common point of [14–17] is that
the scheme can realize the lossless recovery of the cover image only if the block size satisfies
certain embedding conditions. Compared with the above schemes, the data-error-free
extraction and the cover image lossless recovery can be guaranteed in the rest schemes and
the proposed scheme.

Table 5. Comparison of other metrics.

Schemes Separability Error in the Extracted Data Error in the Recovered Image Reserving Room

Zhang [14] No Yes Yes No
Hong et al. [15] No Yes Yes No
Liao et al. [16] No Yes Yes No

Zhang [17] Yes No Yes No
Kim [18] Yes No No No

Chen et al. [19] Yes No No No
Wang et al. [20] Yes No No No

Xu et al. [22] Yes No No No
Ma et al. [23] Yes No No Yes
Qin et al. [24] Yes No No Yes
Wu et al. [25] Yes No No Yes
Yi et al. [30] No No No Yes

Wang et al. [34] Yes No No Yes
Weng et al. [41] No No No No

Proposed Yes No No Yes

In addition, in the works [14–39] and the proposed scheme, secret data are embedded
in a single encrypted cover image. In the works [40–42], secret data are embedded in multi-
ple shared and encrypted images. In contrast, the works using secret sharing technology
belong to the VRAE framework and have great potential in terms of embedding capacity.
However, the amount of data during transmission increased several times, and the receiver
needs multiple transmission images to recover the original cover image. In the proposed
scheme and works [14–39], the focus is more on improving the load capacity while ensuring
that the amount of data transmitted remains unchanged and recovering secret data and the
cover image through a single transmission image.

Therefore, combined with the experimental data in Table 4 and Figure 8, and the above
analysis, it can be seen that the proposed scheme is superior in terms of embedding ability,
image recovery quality, and separability compared with the related works.

5. Conclusions

This paper focuses on improving embedding capacity and recovery performance
in encrypted images and proposes a separate RDH-EI scheme. The scheme can achieve
complete error-free extraction of secret data, high decryption of the cover image, and realize
lossless recovery of the cover image with auxiliary data. It is mainly supported by the
following four points. (1) The scheme divides the cover image into blocks of different types
through two-round processing, maximizing the embeddable space as much as possible.
(2) The mixed embedding strategy adopts different methods for blocks of different types,
further increasing the pure capacity and hiding more secret data. (3) the spatial correlation
of the original image is utilized to improve the quality of the directly decrypted image and
obtain a high-quality decrypted image. (4) The auxiliary data help the receiver to achieve
separable data extraction and increase the flexibility of the scheme.

Compared to the state of-the-art works, the proposed scheme is superior in terms of
embedding capacity, decryption quality, and separability. It can be applied in data privacy
protection, data hiding, efficient transmission, and other scenarios. In further study, the
research focus will be on that how to reduce auxiliary data and improve the embedding
capacity to realize the transmission of secret data more efficiently and safely.
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