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Abstract: Digital twins are a powerful consequence of digital transformation. In fact, they have
been applied to many industries to enhance operations, predict needs, improve decision making,
or optimize performance, even though the definition of digital twins is still evolving. However,
their impact on the software industry is still limited. Thus, this work aims to analyze the current
adoption of digital twins in the software industry as a potential path to integrate them into application
lifecycle management. To achieve this objective, first, the significant characteristics of current digital
twins are analyzed in their application to manufacturing to understand how the knowledge and the
lessons learned can be transferred to the software industry. Second, a systematic literature review
was conducted on Scopus, the Web of Science, and the ScienceDirect database. The literature review
revealed 93 documents after data screening and cleaning 251 initial documents. Our main findings
are that digital twins are already influencing and will significantly affect the software industry,
revolutionizing various aspects of the software development lifecycle. This study tackles what
identifies a digital twin in the software industry, the specific domains and areas where they can
be applied in the software lifecycle, and the proposed approaches explored to build digital twins
for developing, deploying, and maintaining software systems. Finally, this study proposes some
guidelines for building digital twins in the context of application lifecycle management. Determining
an appropriate roadmap shortly is essential to achieve a widespread applicability to building suitable
digital twins and preparing organizations for the software industry.

Keywords: digital twin; digital transformation; software industry; software development; software
engineering

1. Introduction

On 10 October 2016, the Fourth Industrial Revolution (4IR) was popularized by
the World Economic Forum [1] from the “Industry 4.0” concept that originated in 2011
at the Hannover Fair. The 4IR introduces how a highly optimized production system
capable of delivering extensive customization focused on customer satisfaction can be
developed, while evaluating its potential impact on sustainability. A key characteristic of
this revolution is the intensive use of technology in symbiosis with humans to complete
the digital transformation toward smart factories.

Complying with the principles and fundamentals defined by the Fourth Industrial
Revolution involves the application and integration of multiple technologies such as the
Internet of Things (IoT), big data, mixed reality, blockchain, 5G, machine learning, cloud
computing, digital twins (DTs), or cyber–physical systems (CPSs) [2,3]. From these tech-
nologies, the DT emerged as a critical technology of Industry 4.0.

Initially, a DT is defined as a virtual representation of the physical counterpart (device,
machine, system), a digital model that mirrors the real-world counterpart in terms of
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its characteristics, behavior, and conditions [4]. For this reason, they have been applied
to many industries to enhance operations, predict needs, improve decision making, or
optimize performance.

The digital twin definition is still evolving in order to include a virtual representation,
not only of the physical elements of a system but also its processes, models, or components
to be present in the development, deployment, maintenance, and management in general of
any product, as it is required in product lifecycle management (PLM). In the same way, the
software industry must manage processes, models, components, and tools to make possible
the development, deployment, maintenance, and management of software systems in the
context of application lifecycle management (ALM).

Therefore, there are similarities between PLM (focused on hardware) and applica-
tion lifecycle management (focused on software). Deuter has already published articles
analyzing the convergence of both concepts [5,6]. However, the growing complexity of
software engineering activities and their particularity requires setting a stable ground from
the definition and identifying the relevant points to consider, setting the foundations for
applying software development lifecycle management (SDLM, as a part of ALM) and ALM.
This can be the reason why the impact of DTs in the software industry is still limited.

Historically, the software industry has adopted many concepts from traditional indus-
tries to improve efficiency and productivity. ALM covers the entire process from inception
to the end of an application’s life. It comprises several disciplines: project management,
requirements management, architecture and design, software development, testing and
quality assurance, deployment, maintenance, and decommissioning. In this context, DTs
are particularly useful for simulating and modeling the behavior of complex systems,
enhancing software applications’ understanding, development, and management through
their lifecycle. DTs may be used to create detailed models of software systems and the
dynamics around them over the changing lifecycle flow. DTs can predict performance,
improve maintainability, and evaluate changes before updating and deploying software.

For this reason, this paper focuses on exploring the status of adopting the current
digital twin paradigm level within industry and how DTs have evolved to unleash the
advanced capabilities of the software industry. This is achieved by a deep analysis of the
literature with the application of a systematic literature review conducted on Scopus, the
Web of Science, and the ScienceDirect database. This work tackles what identifies a digital
twin in the software industry, the specific domains and areas where they can be applied
in the software lifecycle, and the proposed approaches explored to build powerful DTs to
cover ALM for developing, deploying, and maintaining software systems.

Unlike other systematic literature reviews, which focus more on the definition of DTs
and their impact on manufacturing and industrial systems, such as that by Dalibor et al. [7],
the review presented in this work delves into how DTs can be applied to the software
industry. This work tackles what identifies a digital twin in the software industry, the
specific domains and areas to which they can be applied in the software lifecycle, and
the proposed approaches explored to build powerful DTs to cover ALM for developing,
deploying, and maintaining software systems.

This research is structured as follows: Section 2 presents the background of this
research, analyzing the origin of the DT concept, and its evolution concerning usages,
issues, benefits, and drawbacks in the manufacturing sector to understand how it can be
applied to the changing demands of the software industry. Afterwards, Section 3 exposes
the method applied to perform the systematic literature review, including the number of
documents detected in each stage of the process, and the list of the final documents to be
analyzed in the research questions. Then, Section 4 shows the results of our deep literature
analysis, answering the four research questions individually. Later, Section 5 includes a
discussion of the main findings discovered through our research. Section 6 provides some
guidelines for DT development to be considered when applied to the software industry,
especially for the main issues in ALM. Then, Section 7 summarizes the main conclusions
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of this research. Finally, Section 8 contains some considerations on future steps that can
define a roadmap for IT organizations to implement DTs as a key part of their ALM.

2. Background

Digital twins are a relatively recent technology that has evolved as the Fourth In-
dustrial Revolution has been embraced for the ongoing transformation of industries by
integrating digital technologies. This section sets the ground on the state of the art for DTs
and the origin of this concept. An analysis of its adoption, especially in manufacturing,
is tackled to understand its usage, benefits, drawbacks, risks, and, in general, the most
significant insights. Subsequently, a brief description of the current requirements that the
software industry demands is presented in contrast to manufacturing for understanding
how the application of DTs can benefit the development, deployment, and maintenance of
software as the main focus of this work.

2.1. DT Concept and Its Adoption

The term digital twin (DT) was coined by Michael Grieves and presented in the first
executive PLM (product lifecycle management) courses at the University of Michigan
in early 2002. The initial definition by Grieves [4] is based on the idea that a digital
informational construct about a physical system could be created independently. Then,
this digital information construct would be a twin of the information embedded within
the physical system itself and would be linked with the physical system throughout the
entire lifecycle of the system. From this definition, three components that conform to a
DT can be distinguished: the physical system, the digital informational construct, and the
connectivity between both.

According to Kritzinger, three levels of DT integration can be defined based on the
type of connectivity, as in Kritzinger et al. [8]: a digital model, where the DT does not
exchange data within the digital model and the physical system; a digital shadow, where
changes in the physical system are communicated one way to the DS; and the digital twin,
in which there is complete communication in both directions and a change in one affects
the other.

Conversely, Korenhof et al. [9] describe a DT as a type of emerging technology able
to discern dependencies between product, process, and operations, characteristics that
remained hidden before. Moreover, a DT can make issues visible before they become critical,
being able to predict trends and behaviors to optimize them. Then, in this vision, a DT can
capture a digital representation of a system’s operation, determine the critical elements
influencing its performance, and consequently find different optimized approaches.

Complementary to DTs, several technologies (the IoT, big data, mixed reality, blockchain,
5G, machine learning, cloud computing, or cyber–physical systems) appeared simultane-
ously in the context of Industry 4.0 that support the development of DTs. Specifically, the
cyber–physical system (CPS) concept was coined in 2006 by Helen Gill at the National Sci-
ence Foundation (NSF) as a system that integrates computing and physical processes [10].
In these systems, embedded computers with sensors, actuators, controllers, and software
in robots, humans, and network connectivity are combined to monitor and control phys-
ical processes, usually with real-time feedback loops of sensing, decision making, and
evaluations of network compatibility, as commented by Dafflon et al. [11]. Currently, the
CPS designs are supported by many technological platforms such as the IoT, Fog, Edge
Cloud, or 5G [12]. Furthermore, human–robot cooperation (HRC), for instance, studies the
interactions between humans and robots in critical scenarios in a factory where humans and
robots must work together, applying dynamic planning and safe routes for autonomous
robots, as in the study by Maruyama et al. [13].

DTs and CPSs are interrelated concepts. The critical difference between DTs and CPSs
relies on a DT as a virtual model, i.e., an informational construct of a physical system.
In contrast, a CPS is an enhanced physical system integrating digital intelligence and
connectivity, as stated by Tao et al. [2]. CPS support DTs through their capacity to integrate
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and synchronize the physical world with the digital world. This is achieved by collecting,
transmitting, and processing the real-time data generated by sensors in the physical world.
Once these data are processed, they might be used to create and update a DT, covering
a virtual simulation of the physical world and all its relevant aspects. The relationship
between a CPS and a DT is bidirectional, since the insights obtained by a DT can be used to
change the behavior of the physical world through actuators—for instance. Even though
the DT concept was coined in early 2002, its maturity was gained in the 2010s when it
started to gain traction, as CPSs offered a bridge between the physical and digital worlds.
Somers et al. [14] proposed using the emerging concept of DTs to help test and enhance the
CPS development phases.

The definition of a DT continues to evolve as its usage is widespread in different
areas. Semeraro et al. [15] analyzed different DT definitions and the specific issues that
characterize the term. They reviewed 30 DT definitions, grouping them into five clusters to
extract the primary features, and summarized DTs as follows: “A set of adaptive models
that emulate the behavior of a physical system in a virtual system getting real-time data to
update itself along its life cycle. The DT replicates the physical system to predict failures
and opportunities for change and prescribe real-time actions for optimizing or mitigating
unexpected events by observing and evaluating the operating system profile”.

The adoption of the DT from its origin was oriented mainly toward manufacturing,
where it is applied extensively. For this reason, our first step in this research was to analyze
DTs’ impact on manufacturing, specifically in smart manufacturing. Then, a literature
search was performed in research databases such as Scopus and the Web of Science, using
the terms “DT” and “manufacturing”. In this case, only open-access research publications
from 2020 were extracted for the analysis.

The first study analyzed DT usage in manufacturing, considering the most relevant
issues and the primary purposes. Accordingly, a taxonomy (Table 1) was elaborated,
collecting a list of these issues, which are summarized below:

- Monitoring and control: DTs mainly focus on monitoring assets to gain knowledge
about decisive factors that can impact them. This asset understanding can be applied
for different usages, such as anomaly detection, as for Calvo-Bascones et al. or
Latsou et al. [16,17], or evaluating the status, history, or need for maintenance during
the industrial process, especially in the supply chain, as with Dietz et al. [18].

- Quality: Research related to quality in its distinct aspects, such as inspections, verifica-
tion, or defect classification, are often areas where DT applications can be involved.
Sommers et al. [14] propose using DTs for CPS testing. Zheng et al. [19] define an
approach to building a quality-oriented DT for manufacturing processes by combining
them with multiple agents.

- The intelligent design of products and manufacturing processes: A significant body of
work is focused on DTs’ applicability in collaborative design, modeling, prototyping,
and simulation at different stages, as well as team-based scrutiny of manufacturing
processes. They also include frameworks or methods that combine or integrate the use
of DTs in the design steps of manufacturing processes. For example, Nielsen et al. [20]
research optimizing product design in product families to fit MMSs (matrix-structured
manufacturing systems). In contrast, Cimino et al. [21] focus on the practical design of
production lines.

- Intelligent planning, process, and production control: In these works, the building of
the outcome of the value stream starting from the initial plan, the scheduling of the
process chain at different steps, and its adaptation to produce variations and control
over the process were the relevant issues for manufacturing. Chiurco et al. [22] used
rover data modeling and machine learning (ML) to enable DTs in adaptive planning
and control, as they are a good fit for dynamic production scheduling, dynamic
performance optimization, process automation, and control. Likewise, Negri et al. [23]
focus on production scheduling.
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- Intelligent maintenance: Maintenance is a complementary issue linked to the design
and building of manufacturing processes. Then, assuring and improving the mainte-
nance of assets during the building of the products and in the post-building phase was
recommended. Every unplanned stop in the product manufacturing process could
mean a significant amount of time and cost increments. Neto et al. [24] is an excellent
example of running simulations for opportunistic preventive maintenance scheduling.

- Decision making/support: DTs can help to assist in the decision or support of man-
ufacturing products actively or passively. For instance, Villalonga [25] describes a
dynamic scheduling decision-making framework based on DTs.

- Extension of product as service: Some works, as Laukotka [26] suggests, use DTs to
enable product service strategy (PSS) in organizations to have more stages or steps in
their product lifecycle. They also provide variations in the final product and empower
digital versions to extract customer data, as with Wilking et al. [27].

- Value and supply chain: Many DTs are focused on resource procurement and supply
management. For instance, Rasor et al. [28] use a systematic framework to address
the collaborative development of DTs in manufacturing value chains. On the other
hand, Moder et al. [29] analyze the relevant usage of semantic web technologies on
DTs for the digitalization of supply chain processes. DTs can help select alternatives
to increase resilience to be sure there is no stop in the manufacturing process when
the simulation predicts potential issues.

- Resilience, cybersecurity: The improvements in product security and resiliency con-
cerning the availability of assets and processes are usually recurrent concerns in
designing and building manufacturing processes that DTs can validate before the
actual deployment and start-up of the system. Papacharalampopoulos et al. [30]
specify a roadmap for designing and implementing DTs to add agility and resilience
to manufacturing. In particular, Empl et al. [31] developed a cybersecurity framework
based on DTs to analyze the vulnerabilities of IoT systems applying the SOAR (security
orchestration, automation, and response) paradigm.

- Continuous improvement and optimization: DTs are specialized in continuous im-
provement methods such as kaizen and optimization. Umeda [32] introduces the
extension of DTs as digital triplets to add kaizen activities for continuous improvement
between engineering cycles with educational purposes. On the other hand, Ferriol-
Galmés et al. [33] cover building a DT for network optimization using neural networks
so the DT can accurately estimate relevant SLA metrics for network optimization, as
well as performance and optimization, like for Petri et al. [34], which use DTs better to
understand the complex interplay between environmental variables and performance
so the infrastructure gains resilience.

- General purpose and design of DTs: Some works are focused on the techniques
and architectures required for DT generation. Efforts in this regard, like by Duan
et al. [35], try to propose developing a standardized DT model. On the other hand,
Göllner [36] presents guidelines for modeling DTs and their content to be interoperable
and collaborative as a production plant can be seen as a system of systems (SoS) that
works together towards a purpose. From another perspective, Kugler [37] provides a
method for visualizing and defining use cases for DTs.

- Project management, cost reduction, and ROI: Some approaches propose using DTs
related to project management for cost estimation (such as Farsi et al. [38]) and re-
duction, return on investment (ROI), and evolution measurement. Hickey et al. [39]
discuss, on the other hand, the support that DTs can offer to project managers with
more visual and effective communication methods. They also remark on the potential
of DTs in risk and resource management.

- Sustainability: A claim on the importance of efficiency, which can be gained in the
manufacturing process with energy consumption, recycling, or reusing, is appreciated
in different articles. For example, Mouthaan et al. [40] discuss how twin transition
and digitalization can contribute to sustainability and progress. Decarbonization and
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dematerialization are increasingly applied. Chen et al. [41] propose a framework to
support environmental sustainability through lean principals.

- Training/knowledge transfer: DTs can help teach engineering and transfer knowledge
at different steps of the process and across departments. Maschler et al. [42] cover a
positive feedback contribution to learning process acceleration through DTs.

- Emotion-aware processes: In environments where robots and humans interact, an
awareness of fatigue levels and emotions are essential to avoid accidents, defects,
and to protect people and assets, contributing to employee satisfaction by following
human-centered processes. Florea et al. [43] describe many use cases: improved
information delivery, ergonomics, professional development at enterprise scale.

Table 1. Main usages of DTs in smart manufacturing.

Area Articles References

Monitoring and Control 11 [16–18,41,44–50]

Quality 6 [14,19,44,51–53]

Intelligent Design 12 [20,21,44,52,54–61]

Intelligent Planning, Process and
Production Control 23 [22–25,44,52,59,62–77]

Intelligent Maintenance 12 [24,44,54,55,78–85]

Decision Making/Support 7 [24,25,64,86–89]

Extension of Product as a service 5 [26,27,90–92]

Value and Supply chain with
suppliers and third parties 8 [28,29,52,93–97]

Resilience, cybersecurity 4 [30,31,52,73]

Continuous Improvement,
Optimization 9 [27,32–34,62,90,98–100]

General Purpose, Design of DT 3 [35–37]

Project Management, Cost
Reduction, ROI 3 [38,39,101]

Sustainability 5 [34,40,41,102,103]

Training, Knowledge transfer 3 [42,104,105]

Emotion-aware processes 2 [43,106]

Total analyzed articles 94

This list gives us an overview of how DTs have been used in manufacturing and
what aspects may be covered in the software industry, particularly in ALM. However, the
application of DTs in manufacturing may pose some drawbacks that limit their usage. The
main drawbacks are described in Table 2.

- Heterogeneous data, harmonization, integrations, and interoperability: Despite the
efforts of the industry to set standards, there are issues connected to the diversity of
data when integration from manufacturing process sources needs to be consolidated
for a high-fidelity representation. These data from different value-chain layers become
more relevant when harmonized at different scales and semantically structured to
simplify the conversion into valuable information. Talkhestani et al. [63] mention
the heterogeneity between models and their relationship in the DT as one of the top
challenges observed in the field.

- Preparation and redefinition of the human role, interaction, and cultural acceptance:
The human factor in any part of the manufacturing process and the active role of this
issue can reduce the ability to create human-centered processes with less friction on
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cyber–physical systems. Ahmadi et al. [55] discuss the role and evolution of humans
as they interact with recent technologies and how future skills might fit with existing
roles differently.

Table 2. DT’s main drawbacks in smart manufacturing.

Area Articles References

Heterogeneous data, harmonization,
integrations, interoperability 16 [17,18,24,28,32,36,46,53,62,63,77,81,85–87,105]

Preparation and redefinition of human interaction,
culture acceptance 5 [26,44,45,49,67]

Data quality: Incomplete documentation, binary data,
real historical data on assets/Cold start, dark data,

siloed info
16 [17,20,23,29,31,37,42,51,63,71,80,82,84,89,90,107]

Privacy/Cybersecurity/Ethics 7 [27,31,45,55,72,90,106]

Lack of General Framework, DT definition,
and benefits 14 [16,34,35,39,41,45,54,61,68,72,79,92,98,101]

The complexity of systems/products,
continuous change 9 [32,41,50,52,59,64,81,91,93]

Lack of real-world applications implemented 8 [22,41,45,58,74,75,83,95]

Data infrastructure, talent in data science knowledge,
high fidelity in mirrored information: 12 [25,34,45,47,65,69,70,72,73,78,81,97]

Lack of more research results 12 [19,21,57,66,68,88,94,96,100,102–104]

The complexity of the DT model design
and interpretation 8 [30,38,40,48,56,76,81,99]

Bias, Coding bias 2 [14,60]

Total analyzed articles 94

- Data quality: Incomplete documentation, binary data, accurate historical data on
assets, cold starts, dark data, and siloed information cannot be collected appropriately.
Apart from identifying the sources, data preparation could be a complex issue with
a lack of documentation. There is no previous knowledge about the availability of
certain types of data and no previous experience integrating the data from various
parts of the organization. Ehrhardt et al. [107] share the difficulties with data quality
since data are recorded manually from the production systems. The accuracy of these
data for optimization purposes may lead to wrong actions and decisions.

- Privacy/cybersecurity/ethics: Personally identifiable information (PII) data and in-
formation deducted from DTs or other sources raise significant concerns among the
articles reviewed. For example, Neguina et al. [106] comments that developing these
systems involving personal data is subject to cybercrime and non-ethical usage oppor-
tunities.

- Lack of a general framework, DT definition, and benefits: Kuehner [45] reports gaps
in the DT definition and the importance of establishing a standard framework for DTs’
definition. For instance, Calvo-Bascones [16] introduces variations in the definition
of DTs and provides different methods to detect anomalies with DTs, but none are
accepted as a general approach.

- The complexity of systems/products, continuous change: The evolution of customer
demands and the need for efficiency result in a changing manufacturing process
ecosystem with increasingly complex and fully automated behaviors. As a reference,
Van Dinter [81] mentions that the complexity of models is one of the key issues to
cover, together with the computational workload due to the variety of data, assets,
and components. As Ruzsa [52] considers, DTs can help to tackle this continuous
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change, but to build them, the article recognized a considerable effort in organization
architecture, big data solutions, and digital transformation.

- Lack of real-world applications: Many works indicate a lack of tested initiatives for
long-term real-world scenarios, and existing scenarios have many constraints to verify
their efficacy. Chen et al. [41] describe the lack of practice-based frameworks and
operational and implementation guidelines in the existing scenarios as a top issue.

- Data infrastructure, talent in data science knowledge, and high fidelity in mirrored
information: The explosion of big data can pose problems in capturing a sufficient
variety of data to mirror physical systems into a DT. Data science can minimize its
impact. Kumbhar [69] believes that data science knowledge is a critical capability
for industries to implement DTs-related technologies and is a potential constraint.
The main reasons are that the infrastructure costs grow remarkably, and the available
talent to apply data science remains limited.

- Lack of research results: There are insufficient research results in specific areas to
compare and build better proposals for setting the basis for DTs. Ragazzini et al. [66]
summarize a lack of concerns in specific applicability areas. Meanwhile, Langlotz [103]
highlights the lack of research for DTs operating in physics and data-driven models
required for industrial cases.

- The complexity of DT design and interpretation: The interpretation and design of DT
dynamics are rather complex issues when used in automatic decisions. Farsi et al. [38]
show complex scenarios for DTs due to a lack of data or uncertainty. This makes the
design of the techniques and their interpretation more complex.

- Bias and coding bias: Simulations and results from DTs may include undesirable
constraints or limitations based on training data and the process selected to reflect
reality and generate simulation-based services from the virtual models. Creating
tech debt in DTs can be easy from the first iteration by introducing bias towards
specific options. This can be risky for the success of their implementations, as stated
by Ng et al. [60].

2.2. DTs in the Software Industry

Regarding the software industry, the first company founded to provide software prod-
ucts and services was the Computer Usage Company in 1955, as stated by Kubie [108]. The
global software product market in the software industry amounted to USD 968.25 billion
(about USD 3000 per person in the US) in 2021. The market is expected to reach USD
1493.07 billion (about USD 4600 per person in the US) in 2025, according to the Software
Products Global Market Report 2023 Edition. Digital transformation impacts most compa-
nies’ transition to the cloud, data governance, and regulation adaptation. However, there
are other issues to learn from smart manufacturing to reach Software Industry 4.0 as the
industry is already thinking about Industry 5.0.

Historically, the software industry has adopted many concepts from traditional in-
dustries to improve efficiency and productivity. Nevertheless, both sides have crucial
differences because the extreme adaptability and changing market of the software industry
make achieving stable requirements nearly impossible. Then, it may be impossible to reach
an objective conclusion about whether a software system meets its specifications, as stated
by Sommerville [109].

Some of the areas where the methods and techniques of traditional industries are
successfully adopted in the software industry are as follows:

1. Project management: A key concept adapted with different approaches and frame-
works based on lean principles from the Japanese industry. An example could be
Kanban from Toyota production lines.

2. Quality assurance and quality control: Although software quality is not directly compa-
rable with quality in manufacturing, disciplined approaches such as Six Sigma—one of
the most prevalent manufacturing philosophies—are applied in the software industry.
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3. Software engineering: This field has been applied to the software industry, bringing
principles and methods from traditional engineering. Lean manufacturing principles
have been translated into software engineering [110].

4. Continuous improvement: Inspired by the Deming cycle. This is the spirit of many
software industry processes, techniques, and standards, such as the security informa-
tion management system (ISO27001 [111]).

5. Operations: Advanced manufacturing has impacted the software industry in process
automation and delivery, automatized testing, reliability, and supply chain manage-
ment, among others. Integration into the software development process opened the
recent DevOps paradigm.

6. Security: Reaching high-level IT security is mandatory for current software products
from their inception to avoid possible cyber-attacks or information theft. Security
directly impacts a software product through the inclusion of development practices to
strengthen security and compliance and the application of tools to improve products
through a continuous static and dynamic analysis of the potential vulnerabilities at
any stage of the software development pipeline.

Even though there are distinct categories in software development, such as program-
ming services, system services, open-source tools, or SaaS (Software as a Service), all share
common practices to adapt software products and value streams to the exigency level of
customers. In this context, ALM is the PLM of computer programs, whereas PLM focuses
more on hardware. This is precisely the origin of DTs, where Grieves [4] created the concept
of the DT. Consequently, we hypothesize that all work coming from smart manufacturing
related to PLM could be an excellent input for ALM.

Traditionally, the products in the industry, including hardware and software, were
managed by PLM. However, the software industry shift starts with managing software
products with an ALM paradigm. Research such as that by Deuter et al. [6] pointed out that
the integration mechanisms between ALM and PLM can be achieved through an apparent
convergence with DTs.

ALM covers the entire process from inception to the end of an application’s life. It
comprises several disciplines: project management, requirements management, archi-
tecture and design, software development, testing and quality assurance, deployment,
maintenance, and decommissioning. SDLM is a subset of ALM covering only the phases
of software development. While ALM helps to make better and brighter decisions about
efficiently managing software, the software development life cycle (SDLC) helps to create
robust software. ALM continues after development until the application is no longer used
and may span many SDLCs.

Chapell [112] identifies mainly three areas in ALM: governance, which includes all
of the decision making and project management for the application; development, the
process of creating the application, which can reappear several times and which is linked
directly with the SDLC; and operations, that is, all the work required to run and manage
the application. From a standards perspective, ISO/IEC 12207 [113] can be taken as a
reference for ALM. It includes not only main processes such as acquisition, procurement,
development, operation, or maintenance, but also support processes such as documentation,
configuration management, quality assurance, V&V (verification and validation), joint
revision, auditing, and problem resolution, as well as organizational processes such as
management, infrastructure, improvement, and human resources. Some people also refer
to ADLM (application development lifecycle management) to include DevOps as a valuable
piece of collaborative culture, principles, and practices towards products. Furthermore,
including good practices for guaranteeing security in software design and continuous
vulnerability analysis promotes the DevSecOps paradigm.

Although DTs are particularly useful for simulating and modeling the behavior of
complex systems, including software and hardware, they can provide potential advantages
in the context of ALM or the SDLC. DTs can enhance software applications’ understanding,
development, and management through their lifecycle. DTs may be used to create detailed
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models of software systems and the dynamics around them over their changing lifecycle
flow. DTs can predict performance, improve maintainability, and evaluate changes before
updating and deploying software.

Antonino et al. [114] and Nakagawa et al. [115] offer excellent examples of how Indus-
try 4.0 requires continuous engineering monitoring practices for quality properties over
a software or system architecture, and the applicability of DTs to simulate the evolving
architecture and its evaluation.Likewise, Jones et al. [116] apply version control and DTs
from conceptual design phases to physical prototypes using DTs to maintain synchroniza-
tion. These works show how traditional and software industries converge within PLM and
ALM, and how DTs can help to extend the capabilities of the value stream in both PLM and
ALM. This evidence drives our ambition to explore the possibilities of DT usage in ALM.

3. Systematic Literature Review

This systematic literature review aims to focus on DTs and their applicability to the
software industry around SDLM and ALM. Our approach is based on the procedure defined
by Kofod-Petersen [117] and aligned with the PRISMA 2020 declaration [118]. This review
was performed on 1 December 2023.

The sources investigated for this review are listed below:

• PIS1: Scopus of the Elsevier database, available electronically at https://www.scopus.com;
• PIS2: the Web of Science, available electronically at https://www.webofscience.com/

wos/woscc/basic-search;
• PIS3: Science Direct, available electronically at http://www.sciencedirect.com.

The method of performing the systematic literature review is schematized in Figure 1.
From the selected sources of information, a search criterion was applied to extract docu-
ments potentially interesting for this review. In our case, the selected criteria to perform
the search on the different PISs were applied to the title, abstract, and keywords:

(“digital twin” AND “software development”)
OR
(“digital twin” AND “software engineering”).
As a result, a pool of documents, specifically 251 articles, were extracted from 210 doc-

uments from Scopus, 29 from the Web of Science, and 12 from ScienceDirect. Subsequently,
two simple operations were performed on the list of documents to remove duplicated arti-
cles and, secondly, the documents related to congress books and not to articles, obtaining
193 documents. In order to analyze the most representative works related to this review, a
snowballing procedure was also applied, incorporating 31 additional articles. Then, after
merging, the result was a list of 224 documents.

Later, a selection study was conducted by assigning a score based on the general
understanding of the article’s purpose and whether this was related to any aspect of this re-
view. The scoring relevance was based on our interest in the SDLC or ALM for the software
industry. At the same time, an exclusion criterion was applied to this selection. Expressly,
an article was excluded when it is focused on the following topics as the primary goal:

- The IoT, sensors, actuators, smart cities, bridges, construction, and robots;
- Augmented reality, 3D, virtual reality, and artificial vision;
- Healthcare, construction, manufacturing, and vehicles.

The exclusions focus on articles explicitly discussing software engineering as the
primary goal. After applying exclusions, a manual analysis was covered to subtract articles
where DTs are not the central area; maybe the term is mentioned in the text, but it is not the
subject of the text. Finally, a list of 93 documents was obtained, as shown in Table 3.

https://www.scopus.com
https://www.webofscience.com/wos/woscc/basic-search
https://www.webofscience.com/wos/woscc/basic-search
http://www.sciencedirect.com
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PIS Author Year Publication Reference

Scopus West et al. 2017 Conference [119]
ScienceDirect Hofmann et al. 2018 Conference [120]

Web of Science Bauer et al. 2019 Conference [121]
Scopus Cioroaica et al. 2019 Conference [122]
Scopus Loizou et al. 2019 Conference [123]
Scopus Eisentrager et al. 2019 Conference [124]

ScienceDirect Deuter et al. 2020 Journal [6]
ScienceDirect Caporuscio et al. 2020 Conference [125]
ScienceDirect Succar et al. 2020 Journal [126]

Web of Science Minerva et al. 2020 Journal [127]
Web of Science Gennady et al. 2020 Conference [128]

Scopus Pokhrel et al. 2020 Conference [129]
Scopus Hugues et al. 2020 Conference [130]
Scopus Dalibor et al. 2020 Conference [131]
Scopus Sun et al. 2020 Conference [132]
Scopus Xu et al. 2020 Conference [133]
Scopus Pileggi et al. 2020 Conference [134]

ScienceDirect Zhang et al. 2021 Journal [135]
ScienceDirect Davila Delgado et al. 2021 Journal [136]
ScienceDirect Bruneliere et al. 2021 Journal [137]
ScienceDirect Eiden et al. 2021 Conference [138]

Web of Science Nakagawa et al. 2021 Journal [115]
Web of Science Oakes et al. 2021 Conference [139]
Web of Science Cheng et al. 2021 Conference [140]
Web of Science Ahlgren et al. 2021 Conference [141]
Web of Science Asadi, AR 2021 Conference [142]
Web of Science Strandberg et al. 2021 Conference [143]

Scopus Autiosalo et al. 2021 Journal [144]
Scopus Brockhoff et al. 2021 Conference [145]
Scopus Jordan S. 2021 Conference [146]
Scopus Malakuti S. 2021 Conference [147]
Scopus Schroeder et al. 2021 Journal [148]
Scopus Engels G. 2021 Conference [149]
Scopus Poltronieri et al. 2021 Conference [150]
Scopus Muñoz et al. 2021 Conference [151]
Scopus Jones et al. 2021 Conference [116]
Scopus Fehlmann et al. 2021 Conference [152]

ScienceDirect Asikainen et al. 2022 Journal [153]
ScienceDirect Karagiannis et al. 2022 Journal [154]
ScienceDirect R. Subha et al. 2022 Journal [155]
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Table 3. Cont.

PIS Author Year Publication Reference

ScienceDirect Ferreira et al. 2022 Journal [156]
ScienceDirect Vyhmeister et al. 2022 Journal [157]

Web of Science Das et al. 2022 Conference [158]
Web of Science Dobaj et al. 2022 Conference [159]

Scopus Rivera et al. 2022 Journal [160]
Scopus Kamburjan et al. 2022 Conference [161]
Scopus Lee et al. 2022 Conference [87]
Scopus Nakajima et al. 2022 Conference [162]
Scopus Bechu et al. 2022 Conference [163]
Scopus Guzina et al. 2022 Journal [164]
Scopus Frick et al. 2022 Journal [165]
Scopus Michael et al. 2022 Conference [166]
Scopus Bano et al. 2022 Journal [167]
Scopus Oliveira Antonino et al. 2022 Journal [114]
Scopus Kholkar et al. 2022 Conference [168]

ScienceDirect Epiphaniou et al. 2023 Journal [169]
ScienceDirect Hu et al. 2023 Journal [170]
ScienceDirect Alvarez-Rodríguez et al. 2023 Journal [171]
ScienceDirect Kügler et al. 2023 Journal [172]

Scopus Lu et al. 2023 Journal [173]
Scopus Lünnemann et al. 2023 Journal [174]
Scopus Ardito et al. 2023 Conference [175]
Scopus Frepoli et al. 2022 Conference [176]
Scopus Gorodetsky et al. 2020 Journal [177]
Scopus Newrzella et al. 2022 Journal [178]
Scopus Yue et al. 2023 Conference [179]
Scopus Dalibor et al. 2022 Journal [7]
Scopus AboElHassan et al. 2023 Journal [180]
Other* Rios et al. 2019 Conference [181]
Scopus Halenar et al. 2019 Conference [182]

ScienceDirect Hillenbrand et al. 2021 Conference [183]
ScienceDirect Liyanage et al. 2022 Conference [184]

Scopus Reiche et al. 2021 Conference [185]
Scopus Tisi et al. 2021 Conference [186]
Scopus Xia et al. 2019 Conference [187]
Scopus Feng et al. 2022 Conference [188]
Scopus Carver et al. 2022 Journal [189]
Scopus Al-Najjar et al. 2023 Journal [190]
Scopus Adams et al. 2022 Journal [191]
Scopus Lestingi et al. 2023 Journal [192]
Scopus Reed et al. 2021 Journal [193]
Scopus Djukić et al. 2023 Journal [194]
Scopus Khalajzadeh et al. 2021 Conference [195]
Scopus Kirchhof et al. 2020 Conference [196]
Other* Tsiatsis et al. 2019 Journal [197]
WOS Turk et al. 2020 Journal [198]

Other* Zheng et al. 2021 Conference [199]
SCOPUS Ferko et al. 2022 Journal [200]
Other* Boyes et al. 2022 Journal [201]
Other* Corradini et al. 2022 Journal [202]

SCOPUS Chaudhary et al. 2022 Conference [203]
Other* Schönig et al. 2022 Journal [204]
Other* Tekinerdogan et al. 2020 Journal [205]

Other* in Table 3 means coming from other sources through snowballing.

A first analysis of the selected documents offered 51 works presented at conferences
and 42 works in journals. With the resulting articles, a deeper analysis was implemented,
driven by research questions. This creates a basis for shaping a general idea and conclusions.
The set of research questions formulated in this study is described below:
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• RQ1: Which assets can DTs cover in software development?
• RQ2: Is a DT necessary for SDLM and ALM in the software industry?
• RQ3: How can a DT be built in the context of the software industry?
• RQ4: What are the uses of DTs that can be applied to the software engineering area,

specifically ALM?

During the exposition, there will be some references to the general research focused
on smart manufacturing for comparison.

4. Results
4.1. RQ1: Which Assets Can DTs Cover in Software Development?

Returning to the definition of DTs, are there impediments to having DTs integrated
into the software industry? According to Semeraro et al. [15], most definitions consider
DTs a digital representation of a physical entity, as in Grieves’ original definition. However,
Dalibor et al. [7] extend the DT counterpart to physical entities and biological beings,
individual beings, processes, products, a system of systems (SoS), and others, all coming
from the real world. Even in the manufacturing domain, some artifacts can be potentially
virtualizable entities.

Ahlgren et al. [141] state that the “physical context” restricts the capacity for DTs,
being necessary to expand it to a more general concept as a digital asset. For instance,
they tackle the benefits that cyber–cyber and cyber–physical DTs can deliver on Facebook.
However, does it make sense to have DTs modeling synthetic or digital assets?

In the referred literature, some examples are commented on by Ahlgren et al. [141]
for Facebook cyber–cyber DTs. Calvo-Bascones et al. [16] also address virtual models
of synthetic physical entities with DTs, such as linked behaviors between entities that
are part of the same system. This information is a valuable source for DT technology to
detect anomalies.

According to the Industrial Internet Consortium (IIC), a DT is defined as a digital
replica of an asset that captures the attributes and behaviors of that asset. From an informa-
tion security perspective, the term asset under ISO/IEC 27001 [111] is defined as “anything
that has value for the organization”.

From Oakes [139], we observe the replacement of the physical entity into something
more generic called an SuS (system under study). Oakes also includes the context (envi-
ronment) as part of the SuS. This context may include humans or agents. Our premise is
that this provides a good starting point to build a realistic model for the first stage for DTs
in the software industry. So, we propose to use a modified version of that of Semeraro
et al. [15]: “A set of adaptive models that emulate the behavior of a System under Study
(SuS) in a virtual system getting real-time data to update itself along its life cycle. The DT
replicates the SuS to predict failures and opportunities for change, to prescribe real-time
actions for optimizing and mitigating unexpected events observing and evaluating the
operating system profile.”

DTs help to acquire comprehension of the SuS and exert control over it. Furthermore,
DTs are rather adaptive in the sense that they can achieve the following:

- Join efforts into a network of DTs to have an SuS DT, as with Autiosalo et al. [144];
- Cooperate with multi-agent systems to achieve a broader capacity, as with Lat-

sou et al. [17];
- A capacity to add AI and machine learning to DTs, as with Ricci et al. [206].

In this context, the DT will help with the governance and siloed data (Malakuti [143])
from different elements to be combined and used effectively. Then, aspects such as IT
governance, application lifecycle management, or product lifecycle management can be
covered more effectively by DTs. Xu [133] establishes a research agenda using a three-
dimensional framework to investigate DTs’ ecosystem context.

An example could be that proposed by Fehlmann et al. [152], using DTs in agile real-
time testing to achieve the DevTestOps approach, in which test plans are created in real
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time and automized to evaluate working software from the beginning. Therefore, this
approach extends TDD (Test Drive Development) principles.

4.2. RQ2: Is a DT Necessary for SDLM and ALM in the Software Industry?

Kephart and Chess [207] stated on the vision of autonomic computing based on the
2001 IBM manifesto that due to the complexity of modern systems, they need to be self-
managed. DTs were usually adopted in areas unrelated to software development, such
as manufacturing, construction, mechanical engineering, and health. In these areas, DTs
became powerful tools to tackle complexity, substituting or enhancing expensive steps with
a digital counterpart capable of improving the process involved with a reduction in the
overall cost and risk on the system.

From the publications analyzed, five main reasons are identified by authors to sustain
an investment in DTs. These reasons define the main areas in the software industry where
DTs can have a positive impact:

1. The complexity of current systems: The complexity of the SDLC requires simulation
capabilities for the automation efficiency that is needed for the continuous improve-
ment of aspects of the value stream and the product. Al-Najjar et al. [190] use virtual
infrastructure DTs to help with the complexity of complex workflow ecosystems. In
contrast, Oliveira Antonino et al. [114] highlight the need for appropriate methods
and tools to enable continuous and accurate assessments of the quality of system
architectures so that it is not a siloed territory based on the expertise of a few engineers.
Also, Asikainen [153] observes that the complexity of software process management
grows as the number of related decisions increases, offering a potential framework to
tackle this complexity during software processes. Having expertise in all the areas
of the lifecycle of products is quite complex and requires enough resources with a
level of infrequent expertise to cover all needs. Ardito et al. [175] comment on the
need to rethink the interplay between human–computer interactions and software
engineering for a rapid response to the evolution of technologies. It also set the DT as
a protagonist of the digital transformation process.

2. Analysis, design, prognosis, planning, and rapid response, even for heterogeneous
vendors: DTs can adaptively monitor operations and value streams and improve
reaction times. For instance, Brockhoff [145] explores combining process mining
techniques with model-driven DTs to efficiently combine data and models at runtimes
applied to conformance-checking techniques. Caporuscio et al. [125] speak about
smart troubleshooting to analyze information from various sources and find rela-
tionships with troubleshooting instructions and software fixes. The whole product
cycle is suggested to be covered by Halenar et al. [182] and Reiche et al. [185] with
an approach inspired by DevOps. Frepoli et al. [176] present the creation of an ag-
ile digital platform to facilitate the orchestration of complex workflows to identify
risks in the design process. The benefits of applying DTs in different use cases can
be appreciated in this paragraph. Planning the prioritization of these US resources
also requires a methodology, as exposed by Newsrella et al. [178], that helps give a
response to business objectives and challenges.

3. Knowledge sharing to improve collaborative processes: DTs help to support engi-
neering by reinforcing knowledge-sharing practices and maintaining information
isolation, transparency, and evolution tracking on the product side. Jordan [146] ap-
plies DTs to mitigate the risk of poorly documented architectures and again discusses
the complexity of the software development process.

4. Replication of human skills: Some recent works propose the development of DTs
linked to replicating human profiles. This area could grow significantly by including
massive trends, such as LLM (large language model) systems like ChatGPT. In this
way, Asadi et al. [142] comment on cognitive DTs to turn users’ data into a future
DT of users, while Ahlgren et al. explore [141] the simulation of a cyber entity rather



Appl. Sci. 2024, 14, 977 15 of 37

than the traditional approach of mirroring a physical entity. In this case, the Facebook
www platform can map users’ relationships and social interactions.

5. Ethics and review on decision making from algorithms and automatic processes.
This is linked to auditing purposes. Lu et al. [173] propose the application of ethi-
cal DTs to artificial intelligence (AI) to evaluate transparency, trustworthiness, and
bias in decisions. Similarly, Yue [179] follows the same approach of using DTs to
verify decision making under uncertainty. Likewise, Cioroaica et al. [122] use DTs
as intelligent agents to assess the runtime behavior of real system components. Fur-
thermore, Muñoz et al. [151] also propose a framework to build and test DTs to
transparently verify their expected behaviors in their early development stages and
validate their effectiveness.

Evaluating the reasons covered by the analyzed works in Table 4 to include or manage
DTs in the software industry, the weight of importance of each area can be determined
according to the percentage of works found for each target. Thus, Figure 2 graphically
shows the percentage of each area. According to it, areas 1 and 2 capitalize 64% of the
importance of using DT in the software industry. That is, the fundamental reasons are
focused on mitigating the complexity of software and improving the analysis, design,
prognosis, planning, and rapid response to the software development process.

Table 4. Main areas in ALM for using DTs.

Area Articles References

Analysis, design, prognosis, planning,
and rapid response 26 [87,125,126,129,131,134,136,145,149,150,158,165,168,

169,174,176,178,180–188]

Replicate cognitive capabilities 3 [141,142,189]

Complexity and level of abstraction demand
automation, efficiency, and simulation capabilities 21 [114,115,121,131,135,137,141,152,153,156,159,160,162,

163,175,177,190–193,200]

Ethics and review of decision making of
algorithms and teams 9 [120,122,131,151,157,168,171,173,179]

Knowledge sharing 15 [123,124,128,130,138,146,147,165,172,194–199]Appl. Sci. 2024, 14, x FOR PEER REVIEW 16 of 38 
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For our study, we consider the above five reasons an excellent fit to justify DTs within
ALM. They all cover vital aspects of the three main ALM areas: governance, development,
and operations. As DTs can mitigate risks and reduce costs—including cybersecurity
critical issues—this also would impact the sustainability of the software industry.

DTs can cope with the claim pursued by digital transformation in which all software
development and management processes should be digitized and automated. To demon-
strate the possible connection, the popularity of the term “Digital Twin” in the last five
years in a side-by-side comparison with the digital transformation concept using Google
Trends was analyzed in Figure 3. Digital transformation enables the creation and use
of DTs regarding advanced technology, skills, and culture. On the other hand, the DTs
help to create a digital representation of the physical model to offer advanced capabilities.
Consequently, it makes sense to see certain similarities in the evolution of both terms.
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By default, it is impossible to carry out ALM using a single tool for project management.
ALM covers the SDLC, and the potential ecosystem of toolsets with different vendors is
enormous. Finding time to understand the correlation between the changes and outcomes
throughout the whole ALM in real time and how to make the flow more efficient is
somewhat problematic. The value stream mapping technique aims to explore the flow
offline and identify where the waste is to optimize it. DT technology aims to create
digital capabilities that synthesize the critical areas of the flow in real time to enable
automatic optimizations.

We consider DTs a consequence of digital transformation to support a growing com-
plexity value stream with a good balance of speed to release new features and deliver
products to the market. As remarked, the smart manufacturing area is an excellent place to
extract findings. From the overall picture of the works analyzed in this study, one of the
critical factors to have a successful twin transition—as a world with a normalized usage of
DTs—is related to the level of investment required to create virtual models of the existing
systems, and the different possibilities that could bring. Understanding the cases and
focusing on obtaining significant gains is crucial in this matter.

Chen et al. [41] comment on enabling twin transition to obtain a sustainable industry by
pushing companies to innovate. Governments and administrations can support this push
to obtain economic support. Recently, in Europe, The Digital Europe Program’s campaign
has been helping to boost the adoption of digitalization opportunities to provide financial
support for digitizing medium and small-size companies’ ecosystems, administrations,
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and citizens. Gartner stated that we are moving towards an API economy as an enabler for
turning a business or organization into a platform.

In Spain, the Digital Kit campaign within the European Digitalization Program helped
many organizations to enter into digital transformation programs. This trend must continue
to enable Software Industry 4.0, focusing on a more sustainable software production in
terms of energy and waste. DTs also offer a fantastic opportunity for funding organisms to
have a simulation/virtual model of the funding outcomes and increase the audit capabilities
available for multiple-year investments. A more assimilated usage of DTs could help
administrations and organizations better control their ALM when multiple contractors and
suppliers are involved.

After a cost analysis, West et al. [119] draw bold conclusions: the required investment
may be high for the expected benefit. If the drawbacks from Table 2 are reviewed, several
issues could require a significant investment. Nevertheless, it is imperative to find a
sustainable approach for organizations. DTs in software engineering could require less
investment than in manufacturing, as IoT physical sensors and actuators are not required
because the assets are digital.

Another perspective is about using different technologies to optimize ALM as agent
systems. Minerva et al. [127] establish similarities between multi-agent systems and DTs as
they offer similar services. While DTs base their taxonomy of elements on the underlying
concept of mirroring an SuS, the agents do not need to mirror the assets. They are built
to accomplish an objective. There is a lack of real cases on the possibility of interaction
between agents and DTs, which could help make DT collaboration easier through agent
symbiosis. So, even when complementary, the goals are different, and DTs can offer learning
from the past and present to create an optimized future.

As in any disruption, there is a need to determine the best implementation strategy.
Roger’s bell curve can be seen as the general innovation adoption lifecycle in which the
laggards risk losing their customers’ portfolios, as in Bohlen et al.’s study [208]. In contrast,
Clayton Christensen coined the term disruptive technology in 1995. He recommended
that large companies maintain minor, nimble divisions that attempt to replicate the usage
of disruption internally, as in Bower et al.’s study [209]. Hence, DTs must offer a base to
replicate, scale, and accept diverse situations and maturity to succeed.

In RQ4, the use cases are detailed. The focus is mainly on security, quality, and
monitoring. These aspects can help ALM to gain efficiency.

4.3. RQ3: How Can a DT Be Built in the Context of the Software Industry?

There are attempts at standardization like ISO 23247 [210], mainly focused on man-
ufacturing and other sectors, which include the IoT and M2M communication. Other
remarkable attempts to standardize DTs are described by Autiosalo et al. [144]: (a) the Web
of Things Description from the World Wide Web Consortium; (b) Digital Twin Definition
Language by Microsoft; (c) Asset Administration Shell by Platform Industrie 4.0; (d) ETSI
NGSI-LD; (e) PADI Connection Profiles; and (f) the Eclipse Ditto Platform. However, they
are not specifically designed for creating DTs, and none of the mentioned ones has received
widespread popularity to become DT standards.

There is no consensus about which architecture, framework, or methodology is best
for generating or creating DTs. Minerva et al. [127] summarize DTs and some areas of
interest with different architectures. Ferko et al. [200] analyze the existing architectures
for DTs—using the ISO 25010 [211] standard on software product quality as guidance—
resulting in 56.42% of the architectural solutions being reference models. The analyzed
solutions use a catalog of 10 architectural patterns, with half of the solutions focusing on
two patterns specifically: layered and SOA patterns. The preferred approach is using a
layered approach over a service-oriented one. Boyes et al. [201] review architectures with
different numbers of layers.

In many cases, a mechanism to generate DTs can be attractive to replace a digital or
physical counterpart easily when a digital representation of the process, tools, and models
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is required during the system lifecycle in the context of PLM or ALM. In such cases, both
systems, the DT and the counterpart, are executed simultaneously and should be managed
and synchronized. Deuter et al. [6] theorize about the possibility of generating DTs for
PLM/ALM using Open Services for Lifecycle Collaboration (OSLC) [212]. OSLC provides
a standard interface for interoperability between different software tools and systems
throughout product development and lifecycle management.

In contrast, Tekinerdogan et al. [205] center their analysis on specific architectural
patterns to apply DTs for different lifecycle stages, such as the conception, development,
production, utilization, support, and retirement stages. The catalog is composed of nine
architectural patterns: (a) the digital model, digital generator, digital shadow for concept,
development, and production stages; (b) the digital matching, digital restoration, digital
monitoring, digital control, and digital autonomy for utilization and support stages; and,
(c) the digital proxy for utilization, support, and retirement stages.

From an ALM perspective, three pillars define the infrastructure in the software
industry: governance, development, and operations [112], as well as, more recently, security.
In this context, DTs can be generated to have a digital replica of tools and processes currently
managed in an organization. An infrastructure architecture based on the digital control
pattern can assist the construction of DTs. From a connectivity perspective, DTs can
cooperate in a system of systems (SoS) approach, as reflected in the architecture. This is
similar to Autiosalo et al. [144].

In this way, the four critical capabilities for enabling DTs for manufacturing described
by Guo [213] can be covered:

- Digital modeling: DTs must be capable of generating virtual models.
- Analytics support: DTs should provide services to understand anomalies more pre-

cisely and the relationships between the anomalies and the whole value chain.
- Timeliness update: DTs must be able to update the virtual models and data storage

platform in near-real time, parallel to the asset system’s operation.
- Control: DTs must supply the capacity to autonomously take action to control the

assets based on conducted analyses from a process perspective and product operation.

The DT generated through this approach can cover general scenarios to gain efficiency
and save costs for most organizations, such as the following:

- Test plan predictions and the impact of issues expected with the changes in a specific
release cycle;

- Risk evaluation of issues in performance or by customers;
- Predictions on the time to complete a release cycle;
- An evaluation of the requirements and architecture changes involved;
- An evaluation of dependencies;
- An evaluation of budget to simulate budget consumption for project pipelines in the

products roadmap;
- Anomaly detection with the flow of the release.

The exchange of information between a DT and its real counterpart must be decoupled
to switch on the DT or the real counterpart indistinctly. Autiosalo et al. [144] propose the
construction of DTs based on web technologies with a common skeleton and a way to
cooperate. The inferencing skills of the DTs can improve with this cooperation among DTs.
The information exchange between the DT and the real counterpart can be achieved based
on OSLC (similar to AAS).

Moreover, the DT must manage the persistence and processing of data information
extracted from the assets or counterparts using data repositories such as data lakes or
graph databases. This ensures more capabilities for reasoning over the linked data, as with
Bano et al. [167]. The data extraction and preparation can take significant time in the total
implementation when the expected sync rate and the harmonization of information are
also important topics. Message queue systems and data lake-creating channels to operate,
as in [145,151,165], might be required.



Appl. Sci. 2024, 14, 977 19 of 37

Creating relatively rigid DTs—or DTs excessively bound to a specific vendor—would
be problematic for their maintenance [134,135,144,145,148,151,153,161,165,167,202]. A total
of 64% of the articles speak about accelerated DT generation using metamodel languages
and tools to build DTs based on a reference architecture. This approach to generating DTs in
a low-code or automatized way matches the context of constantly changing organizations
and the DevOps culture flows, encouraging short feedback loops. Hence, changes are pretty
frequent, and a way to validate the model is implicit in the metamodel restrictions. This
can also help to quickly generate DTs based on a cockpit template for different purposes.
Based on the analyzed articles, metamodels are an excellent approach. They must include
information to cover the following:

- Specific notation for DT description: A level of abstraction about the definition, the
status of the DT, the description, and operation (deployment, configuration, installa-
tion, and instantiation) (Autiosalo et al. [144], Muñoz et al. [151], Oakes et al. [139],
Gennady et al. [128], and Bechu et al. [163]). Jones [116] characterizes the most relevant
attributes of a DT. In contrast, Oakes et al. [139] also introduce a way to describe DTs
with three layers and 14 characteristics and tested the approach in different scenarios.
Some examples are as follows:

■ A micro-language called SMOL [161];
■ DT definition documents, such as DTDL, the Web of Things Description Language,

or AAS (Autiosalo [144]);
■ MDD with Montigem with UML, as with Brockhoff [145];
■ UML + OCL, as in [151];
■ A metamodel with ADOxxx, as in [202].

- Domain context: It includes the information managed in the SuS and its environment
as humans, or agents to consider. Kamburjan et al. [161] explore using knowledge
graphs so they can be queried algorithmically. There are even projects to create
knowledge graphs for the world avatar, as in Akroyd et al.’s study [214]. When the
SuS is the developed software, Oakes et al. [139] comment on product architecture
with DTs enabled by design, allowing products to add DTs seamlessly and offering
patterns to include as part of the architectural drivers on the design of products. From
an ALM perspective, some systems, such as application performance management
(APM), can track the product’s performance. However, data insights from the usage
of the application will come from the software itself.

Apart from establishing the core of the data persistence and how to analyze it to
achieve the established goals, there is a need to define the methodology to build DTs.
Zhang et al. [135] include model engineering for DTs with different steps: requirement
definition, model construction verification/validation and accreditation (VV&A), model
application, model reuse, and model maintenance are their metrics to focus on building
the right DT. Applying MBSE practices comes from the origin of DTs linked to PLM
and knowledge-rich enterprises. Pileggi offers a different approach to mingling systems
engineering and information technology called the double helix model in [134]. The article
also argues that modeling is not well-suited to deal with the dynamics of DTs for software
and merges MBSE (model-based system engineering) with IT DevOps, with three stages:
design, deploy, and operate. In this context, it eliminates the need to track the changes over
the product lifecycle for product data management. For deployment, Hughes et al. [130]
speak about ModDevOps and TwinOps to standardize deployment and evolution.

Chaudhary et al. [203] use MDD (model-driven development) to synchronize different
elements in the value creation chain. Frick et al. [165] introduce a specific framework for
digital value-chain twins. A structured approach to building DT solutions depends on the
domain, so the methodology and phases to be covered will be specific for this solution.

To fight uncertainty, one remarkable characteristic of the DT design is its capacity to
distinguish different cycles and take the learnings from previous ones, following MAPE-K
principles. This topic is touched on by Pileggi et al. [134], Rivera et al. [160], and Engels [149].
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Another capacity is mining process data to incorporate the information into the DT, as
analyzed by Bano et al. [167]. In our approach, the learnings are ingested via collaboration
from the multi-agent system and knowledge graph. Agents can develop their knowledge
during their lifecycle.

Once a DT automates a decision (for instance, assuming a digital automation pattern,
as with Tekinerdogan et al. [205]), assigning responsibilities or perceiving bias may be
challenging. The more autonomy is given to DTs, the more significant the concern about
the audit type of decisions they can take. A coding bias could be problematic and provoke
failures in the decisions. Some articles focused on validating the level of trust in their results
are [120,122,131,143,171,173]. On the other hand, DTs can be used to validate the decisions
made by decision-making algorithms. Vyhmeister et al. [157] discuss ethical by-design
principles and share the ideas in a framework.

Several types of technical debt in DTs are explored by Malakuti [147]. This is important
to understand, since the cost of their implementation and maintenance could be impacted
by how fast the technical debt is accumulated.

Assuming a digital control pattern, it is possible to consider a non-fully automated
solution that can iterate towards more autonomy after the validation of the results towards
maturity metrics. Hu et al. [171] establish a maturity model based on DT value, function,
and reliability dimensions. Zhang et al. [135] also cover metrics for every step of the
defined build method with specific dimensions. As stated, the DevOps approach of
Pileggi et al. [134] seems to be more aligned with software engineering. Consequently, a
general maturity model could offer a view of the overall situation of implemented DTs.

To enable this approach, the layered architecture contains entry points for users to
interact with the DT. The data from lakehouses and the knowledge graph can be retro-
propagated, so there are ways to enable more analysis with diverse types of information.
This is useful to set up models and adapt from every iteration. Specific roles like data
scientists and AI specialists can interact with DTs to extend the capacity of the models and
the DT capabilities.

Regarding security and privacy, all the information related to DTs needs to follow
the same risk management principles as the original asset regarding regulatory compli-
ance. Hence, encryption, privacy by design, strong APIs, and credentials are required
by Autiosalo [144]. Using a lakehouse with a semantic layer adds security capabilities to
the system.

Once the proposed reference architecture and the storage and analytic dimension of
the architecture tackle different aspects of the solution, namely scalability, connectivity,
continuous improvement, or security, there is a need to define a conceptual framework to
describe the potential dynamics of this architecture. Therefore, the definition of an ontology
to be used as the conceptual framework of the system to guide integrations of SuS data into
services and their partial code generation is critical due to the acceleration and flexibility to
cover different scenarios.

4.4. RQ4: What Are the Uses of DTs That Can Be Applied to the Software Engineering Area,
Specifically ALM?

Transforming businesses or organizations into optimization platforms is an ideal
context for using DTs. Of the publications reviewed, 40% cover aspects of DT generation
due to the urgency of having a robust, general-purpose approach. As in [197], there is a
need to differentiate the problem domain (needs, problems, constraints) from the solution
domain (concepts, base technologies, system solutions).

From their survey results, the 16th Annual State of Agile Report [215] stated that
four out of five respondents use agile, and half use a combination of agile, waterfall, or
interactive. On top of that, DevOps practices are achieving 83% of the aim of organizations
for combining software development with operations, including delivery. In this context,
we also have adaptations such as agile ALM as a good reference for agilism, as pointed
out by Huettermann [216]. Then, ALM is suitable for traditional and agile methodologies.
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Furthermore, ALM encourages the seamless integration of tools without barriers. Our
constraints in the software industry are linked to the SDLC and ALM’s incredible diversity
of ecosystems.

Regarding ALM in terms of maintenance and innovation areas, the survey conducted
by the National CIO Review publication among their readers in 2023 concluded that 30%
of companies focused on maintenance, another 30% included some innovation when there
was a clear business need, and 25% bet on a balanced approach when allocating resources.
In contrast, 15% were innovation-first companies with punctual maintenance. According to
this survey, most of the resources are invested in maintenance. In most cases, the existing
products provide a stable foundation for a company; consequently, optimizing their value
streams is essential for most organizations.

As shown in RQ3, there is no general agreement on how to design DTs. Specific use
cases of DTs in the software lifecycle are frequently seen to evidence their potential value
and applicability. These cases are shown in Table 5.

Table 5. Specific use cases for DTs in software engineering.

Usage Title Reference

Insider Thread DT
Creating a DT of an Insider Threat

Detection Enterprise Using
Model-Based Systems Engineering

[87]

Ethical DT
Responsible-AI-by-Design: A Pattern
Collection for Designing Responsible

AI Systems
[173]

DT State of Quality in
Agile Process

Concept of Quality DT in
Agile Development [162]

Architecture maintenance by DTs Co-evolving digital architecture twins [146]

Cockburn procedure for soft dev:
User Stories > Scenarios

Implementing DTs in
existing infrastructures [174]

Continuous Monitoring of the
Value Stream The Digital Value Stream Twin [165]

Chaos Twins to create anomalies.
Chaos Twin: A Chaos Engineering and

DT Approach for the Design of
Resilient IT Services

[150]

PADTCs Process-aware DT cockpit synthesis
from event logs [167]

Architecture Maturity Evaluation
and Improvement

Continuous engineering for Industry
4.0 architectures and systems [114]

Cybersecurity
DT for Cybersecurity Incident

Prediction: A Multivocal
Literature Review

[129]

Version Control DTs Integrated Version Control of physical
and virtual artifacts [116]

SOC/Compliance
Towards Process-Oriented IIoT Security

Management: Perspective
and Challenges

[217]

DTs for TDD, test cases’
combinatory algebra

ART for Agile: Autonomous Real-Time
Testing in the Product
Development Cycle

[152]

According to Table 5, few cases are identified in the literature specifically from a
software engineering perspective. ALM is a relatively new concept, similarities may be
appreciated with the purpose of this document taking a look to Frick et al. [165]. In Figure 4,
a list of researched usages of DTs mapped in ALM areas is shown, along with the studies in
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Table 5. This evidences the current applicability state through study analysis that fits the
ALM process.
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Among the exposed cases, some DTs could combine efforts to cover more ground in
ALM. This combination of multiple DTs could be a roadmap for organizations starting
their journey with DTs as part of their digital transformation process. The evaluation
and prioritization of this roadmap is a critical activity to understand the most beneficial
path in terms of ROI. Every organization could have different needs based on its maturity
and context.

5. Discussion

DTs can help drive business into the digital thread. According to 74% of engineering,
manufacturing, service, and IT department leaders surveyed in PTC’s recent State of Digital
Thread, improving a company’s ability to leverage data across the enterprise would be
effective or highly effective at addressing disruption.

There are many similarities between ALM and PLM value streams. Tons of findings
can be taken from manufacturing and put into the software industry. Nevertheless, practices
for PLM and ALM are different, and every domain has its own needs and constraints, even
in different markets or verticals. Setting a reference architecture and a methodology to
build DTs efficiently is a great goal to help organizations climb up the digital thread faster.

Although this fact is quite unifying and offers an excellent starting point, the context
of each organization is unique. How can the suitability of DTs for the software industry in
the context of ALM be evaluated? Next, several relevant topics will be highlighted.

(a) Digital transformation

Due to digital transformation processes, DTs are hard to apply in non-digitalized
SuSs. The level of adoption of digital transformation is crucial to enable DT usage. If the
digitalization of the processes is very basic, a vast amount of information is neglected, not
updated, or kept in siloed data sources that are not well interconnected.

COVID pushed companies to adopt digital transformation practices and provoked a
significant investment to grow resilience in a world where companies needed to be able
to market from home rather than offices. Tools, practices, and how information was used
needed a review to adapt to the uncertainty and flexibility of new ways of working at a
massive scale.
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As shown in Figure 3, there is a relationship between digital transformation and
the activation of DTs. Cloud adoption also contributed to handling the data explosion
that simulations of DTs work with. A solid digital transformation program and strategy
implemented relying on strong cybersecurity principles is a critical dependency.

(b) Maturity

Even though the Agile Manifesto states individuals and interactions over processes
and tools as one of the axioms, gaining efficiency means including different forms of
formalization through these interactions. This formalization can be a significant advantage
in integrating DTs. Suppose that a DT needs conversion from real-world data into semantic
data connected in the SoS DT to analyze simulations. In that case, the capacity to have this
information digitally available and with standardization is genuinely relevant.

DT implementations will need to have process mining-specific services. In case the
information is digitalized but not formalized, process mining can be less meaningful and
make extracting insights impossible at a profound scale in the value streams. Companies
with solid maturity levels can also have a significant capacity to automate their processes.
This is a clue to identify the applicability of DTs at a more beneficial level.

On the other hand, in case there is a deficiency in this level of maturity, and as evidenced
in the systematic literature review of this work, DTs can also help to reinforce maturity, making
compliance with processes more efficient. Less-mature companies must add more steps to
their programs to accelerate innovation and response to current challenges.

(c) Cultural Aspects

There is a level of friction between teams and departments to be scrutinized in software
engineering. From an ethical perspective, the goal of DTs must be transparent and support
the growth of the organization and all people involved. As some articles work on tracking
emotion to identify fatigue, DTs could also be used to simulate processes and identify
potential risks for companies such as potential leavers, low-performers, and other sensible
cases. This type of analysis requires a solid approach for the confidentiality of the data
results and the evidence, but also a way to guarantee that the decisions or actions extracted
from DTs are trackable and solid.

However, agilism has shown that not all metrics and results from them make a
difference between successful companies and laggards. Consequently, there is friction from
the development team with being monitored or compared with other teams or their value
in the process.

To be successful, DTs must be people-centered, -designed, and -implemented. This
implies working on objectives relevant to people at scale.

(d) Technological Ecosystem

The technological choices selected by organizations are pretty unique. They depend
on internal evaluations, context, management, and leadership. Those factors vary from
year to year as there is no decision on a technological choice selected in aeternum.

DTs need to build an abstraction level able to extract the system under study infor-
mation with the independence of the technology but focused on the purpose, function,
and potential behaviors of the SuS. Selecting tools linked to open standards, such as OSLC,
helps to significantly reduce the automation and DT adoption cost in evaluating tools to
integrate into the ALM. It is imperative to understand the compatibility and interoperability.
This can be reached by using specifications like OSLC or exposing APIs.

The update cycle for vendors about the software integrated into companies’ ALMs
is also essential, since backward compatibility can help to maintain the consistency of all
information ingested in the DTs or the automation implemented on top of these APIs.

(e) Skills and Investment

The scarce profiles for implementing complex DT aspects in an organization could be
a setback and a concern to slow down the adoption of and investment in this technology.
This is one of the reasons why a wide variety of articles use MDD to help reduce friction,
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simplifying the adherence to defining and changing DTs. As seen in the previous para-
graphs, building DTs means integrating and ingesting a wide range of data sources. The
data quality and level of transformation can make the investment level significantly grow.

DTs in ALMs for the software industry are not very common. Finding profiles and
engineers that are able to carry out this task can imply having researchers and data engineers
on the team, but also crucial stakeholders in the company to identify, track, and interpret
critical sources of information.

From the factors commented, it is clear there is a risk of exclusion for those organiza-
tions that are not able to leverage their strategies towards a successful digital transformation
and, consequently, enable advanced engineering practices like DT adoption. This could
impact their capacity to compete against organizations in the long run.

The good news is that DTs could benefit by increasing maturity and collaborating
more efficiently with third parties.

In summary, DTs are desirable for companies moving forward with their digitalization.
The applicability and number of use cases depend on different factors, as seen in this
section. Nowadays, generative AI is considered a disruptive technology; consequently, a
holistic approach toward the digital thread is strategic for companies’ survival.

6. Digital Twin Development Guidelines for the Software Industry

This section aims to establish some guidelines on how to face the development and
management of DTs when applied to ALM. It contains some essential suggestions about
the foundations of the DT architecture, the key elements to consider in ALM and the SDLC,
and several issues to consider in their design, deployment, and execution.

6.1. DT Architecture

DTs have become essential components in the digital transformation of the software
industry in many stages of the lifecycle. Therefore, the development and execution of DTs
that are complementary to the tools managed in the software process could be essential to
standardize. A reference architecture can be set as the basis for constructing a new DT.

The reference architecture of a DT based on a layered architecture approach aligns
well with the research findings. The proposed architecture takes ISO 23247-2:2021 [210] as
the reference (Figure 5) from the available options as an inspiration for the targeted layered
reference architecture. The proposed architecture adheres to a reference architecture with
five different domains, as commented on by Duan et al. [35]: a user domain, a DT domain
with three subdomains (ops and management, application and services, and interoperability
sensing and controlling), a physical domain, and a cross-domain.

This assumption has benefits: a solid standard usage, integration between data and
systems with clear responsibilities, privacy and cybersecurity, quality and reliability, a
trusted approach for collaboration and communication, and finally, scalability. However,
as ISO 23247 [210] is mainly thought to be for manufacturing environments and physical
systems, there is a need for an adaptation to operate in the ALM context.

The user entity part corresponds to the purpose of the DT. Dalibor et al. [7] extract that
the main usages of DTs are in monitoring, behavior optimization, and prediction, aligned
with what is shown in Table 5. In the ALM context, optimizing the workflow to become
more efficient is essential. This goal is taken as the main driver. There is a need to consider
that maintenance is much more frequent than innovation. This might have less singular
information for simulation and learning, making it more relevant for DT simulations in the
development and operation steps.

The core entity part is the heart of the DT reference architecture, which is used for
creating the information and simulations and the capacity to interact with other entities.
This area will work with all semantic data extracted from the SuS in federated models in
which all concepts are linked and can be queried.

The concept of observable SuS can replace the observable manufacturing elements.
The OSLC connector layer can replace all the areas of the data collection entity to enable
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the capacity to extract information in real time about the state of the SuS, and the device
control part can be combined with SuS-specific APIs.
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Zhang et al. [135] establish information syncing as one of the critical challenges in DT
engineering. Even for an event-driven architecture, time harmonization could be essential.
Regarding ALM, relative time must be meaningful to the dimensions driven by the ALM
cycle: phases, releases, and hotfixes can help link the data with a context for reasoning and
bring new information.

To use the approach introduced to solve the identified problem, it is vital to establish
the base mechanisms for persistence and work on the data by combining all potential
diverse sources. Our proposal from a specific framework consists of using three informa-
tion tools:

- Knowledge graphs: OSLC is based on RDF; the usage of a metamodel built on top
of the OSLC APIs and connected using a graph DB will enable semantic queries, rea-
soning, and other techniques applied to the connected model of the current elements
in the SuS to mine new knowledge. From a primary usage for semantic search, this
approach allows the application of reasoning rules, traversing the connected data, or
even machine learning. Knowledge graphs represent a model of reality as a powerful
tool to explore the space of complex problems, such as with Akroyd et al. [214]. The
knowledge graph combines the information extracted and mapped into OSLC speci-
fication from the diverse sources of information. Hence, the data capabilities of our
approach adopt a semantic layer to democratize the data usage via the DT.

- Lakehouses: This element aims to provide scalable data processing capabilities to the
DT. The lakehouse keeps the door open to apply transformations before ingesting into
a query layer, the knowledge graph. The transformations will tackle some adjustments
into the different SuS to unify aspects of the interpretation and for the normalization
of the data. Lakehouses also open the possibility of having dissimilar sources of
information from OSLC so the transformations can be applied directly to transform
the original data into RDF before ingesting into the semantic layer. This expands the
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capacity of the architecture to tackle dissimilar sources of information. Furthermore,
using a lakehouse reduces cost and focuses on scalability to work with the data.

- Multi-agent systems: Multi-agent systems will enable a solid simulation tool, taking
advantage of the power of multi-agent systems and the knowledge to learn from the
knowledge graph. This approach differs from statistical methods like Montecarlo. This
is seen with Latsou et al. [17], for instance. Also, Gorodetsky et al. [177] comment on
the suitability of MASs to complex problems due to their adaptive skills and foresees
an opportunity in combination with DTs. Adding MASs, which can be distributed
by extending the layered architecture, is an opportunity to decouple and give the
different simulated contexts more possibilities.

This section will cover some issues while defining DTs for ALM in the software
industry. Going into detail about the final decisions and technological choices is out of the
scope of this review.

6.2. Mutable Credentials and Identities

An essential part of ALM involves people: roles, teams, departments, and organiza-
tions. In terms of identity management, there are several topics to consider:

- All of these elements change over time. An entity change provoked by a human or a
service can vary, and the role of the person or service can be relevant enough.

- On top of that, from the different cyber entities such as version control systems, ERP,
and others, a user can have different credentials, but, in the end, they are the same
person. This can be a severe obstacle to making a virtual model that mimics reality.
Mapping credentials into a unified and federated view of everyone is crucial.

- Preserving privacy and confidentiality: when there is sensitive information in the
systems to be mirrored, different techniques need to be applied so that the information
is only available for its purpose, and the design makes it impossible to obtain relevant
information about someone: opinions, feedback, or performance.

- Handling several types of accounts: service accounts, emergency accounts, application
accounts, and user accounts changing over time could be a potential issue.

It is not strange to see some researchers using blockchain frameworks for DTs, like
Hunhevicz et al. [204], Borowski [218], or Ahmad et al. [219]. The last one uses a blockchain
for audit logs.

With a lakehouse implementation in the DT architecture, transformations can be set
before building the semantic layer to unify and resolve the multiple credential issues.

6.3. ALM Systems under Study Consideration

Based on the fact that 47% of agile teams are measured based on on-time delivery and
another 44% based on business objectives achieved, according to the 16th Annual State of
Agile Report, prioritizing scaling organizations towards high performance is the focus of
research after this document.

There are many cases in the software industry of smart elements developed by vendors.
This trend is expected to grow with generative AI and ML usage. Nevertheless, DTs need
to be differentiated from smart assets.

Smart assets do not help with understanding and improving the unique ecosystem in
every organization from a holistic perspective, and they do not use dark data and siloed
information, since the culture, processes, and technological choices could be vastly different.

At this stage, and to use as a base, it is vital to identify the critical elements of ALM
that can contribute to improving an organization’s results. There is exciting research like
that of Forsgren et al. [220] identifying key capabilities for software delivery.

Forsgren identifies five categories with 24 capabilities to be enabled for organizations’
acceleration. These categories are as follows:

- Continuous delivery groups the capabilities related to empowering delivery in
the organizations;
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- Architecture: its evolution by teams in a decoupled and proper way unlocks the
potential for seamless operations for the catalog of services offered and maintained;

- Product and process: how the flow of product evolution and customer feedback is
managed in the value stream is at the heart of an organization;

- Lean management and monitoring: the capacity to eliminate the waste of the value
chain strongly aligns with Kaizen’s and Deming’s methods;

- Cultural factors: the values of organizations and teams’ cooperation are the first pieces
to enable the rest.

The capacity of the proposed architecture to include this information in the system
relies on the ability to have OSLC connectors that are linked to assets or at least be able
to map into OSLC specifications for storage. The evidence of this diverse classification
by Forsgren makes clear the need for tools to manage the complexity of analyzing and
extracting insights from all the assets involved.

6.4. Ontology as a Conceptual Framework

Defining the ontology to be used as a conceptual framework involves several steps.

- Identify the domain: from ISO 23247 [210], the layer and domains can be extracted.
- Gather knowledge: these are related to all the sources, either in OSLC or in different

formats, through lakehouse data ingestion and understanding the relationships and
constraints among them.

- Conceptual model: Since ISO 23247 [210] is very stuck to manufacturing, OSLC
specifications are the ones to help here. For every identified SuS, the OSLC API and
mappings to be used will be determined, and the scenarios described for the essentials
of entities, attributes, relationships, and constraints will be identified and used as the
foundation of the ontology.

- Definitions: with the conceptual model as a base, the extension towards all the aspects,
including classes, properties, taxonomies, constraints, and rules, must be detailed and
translated into a language.

- Refinement: the evolution of APIs (OSLC) or understanding the semantics defined
in the ontology will trigger the iteration through the stages to redefinition the con-
cepts presented.

As commented, an ontology for the domain context and the DT definition (instantia-
tion, deployment, configuration, maturity) is desirable.

In the first case, the ontology defines the potential dynamics of the simulations and
analysis features from the system, so this is an active element that will drive the instantiation
in operation, help to validate it, support the definition, and control the constraints. Mean-
while, the DT definition is a passive element that will be part of the system’s configuration
and support the DT system setup.

7. Conclusions

A systematic literature review was conducted to discover how DTs have been applied
to the software industry, especially in current software infrastructures and organizations in
the context of the ALM. DTs are one of the key pieces of innovation in the digital transfor-
mation that is currently taking place to achieve the much-desired Industrial Revolution 4.0,
which will make possible the optimization of systems, the prevention of inefficiencies, the
improvement of productivity, and the reduction in costs.

The status of the adoption of DTs has been growing continuously in recent years in
specific areas such as manufacturing and in other industrial sectors, but not so much in
the software industry. However, an incipient number of works from manufacturing will
establish a solid base for their application to the software industry, especially at the first
level in the software development process and, to a lesser degree, at the second level in
application lifecycle management.
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The traditional methods, methodology, and tools used by organizations for developing
software have changed significantly towards a software infrastructure that manages the
entire process from inception to the end of the application’s life, including the governance,
development, operations, quality, security, and business in the context of ALM. In this
context, digital twins are the tools required to face the complexity of the application lifecycle
path, even making the automation of the entire process possible.

DTs are the enablers for the next steps of the software industry’s digital transformation.
The level of maturity, the internal culture, and the level of investment are crucial factors to
allow organizations to avoid being laggards on the digital divide, but are also a remarkable
opportunity for auditing purposes, as DTs could act as independent evaluators of the status
of the processes. The benefits of automation and a reduction in efforts in the value stream
of the products can cover the ROI of their implementation.

This work describes in detail the significance of digital twins in the software industry,
the specific domains and areas where they can be applied in the software lifecycle, and
the proposed approaches explored to build powerful DTs to cover ALM for developing,
deploying, and maintaining software systems, taking into account the papers analyzed in
this work.

There are still some restrictions to be overcome for DTs to be exploited in the software
development domain, such as the lack of standard methodologies, tools, and technologies,
and more approaches to create and generate DTs with adequate costs for software develop-
ment, but also other processes, tools, and methods of its lifecycle. However, on the contrary,
this work presents an updated status on the adoption of DTs in the software industry.

Finally, we have included a list of guidelines for developing DTs in the software
industry that provides ideas on how the reader or community can progress their research
using DTs.

8. Future Steps

Nowadays, an effort to define a solid DT to sustain the ALM process in the software
industry is still in progress. There is a strong parallelism between PLM and smart manufac-
turing that can benefit massively from this research, as evidenced during the review. The
concept of DTs starting from a physical asset is not working for ALM, since many artifacts
are digital. Consequently, a specific definition and a way to model them are required. ISO
23247 [210] is used as a starting point. The persistence of the exchanged data and the
generation of services are achieved using data lakehouses and the semantic layer based
on a knowledge graph as a central paradigm from the architecture perspective. This helps
to cover critical aspects such as security, scalability, inferencing and mining information,
breaking silos in information, and democratizing usage. A semantic web technology is used
for the architecture’s dynamics, definition, and service description. So, an ontology as a
conceptual framework and defining DTs to enable partial code generation and automation
is also in progress.

Using multi-agent systems to replicate the dynamics of ALM through a DT is the
basis of our proposal. The agents operate as part of the simulation in the DT. Thereby, an
implementation initiative for this approach and the validation cases are in progress. The
results will be shared in future articles.

Companies are also experiencing the disruption of AI, more recently through the
usage of large generative AI models. The DT can be an excellent enabler to have a mirrored
view of the reality of the software companies’ value streams with a consolidated view of
the data, relationships, and dynamics of the processes. Generative AI can help to enrich
this view with different scenarios and test agents in different contexts. On top of that, the
interaction experience between agents and the users of DTs can be more natural with the
usage of generative AI.

Concretely, implementing large AI models into DT capabilities is an option to explore
in our base architecture. Despite the fact of the challenges associated with its usage, there
may be two perspectives to enable generative AI within the proposed model:
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- Through MOS, including generative AI as part of the agents. This could make the
capabilities of every interacting agent more sophisticated.

- At the simulation level, as generative AI can elaborate different sets of data and
scenarios, it could support a better understanding of the model’s situation and the
transitions and the testing of the agents in a broader range of situations.

The following steps explore this architecture’s possibilities and applicability to real
use cases, connecting it with other disruptive technologies. This approach interprets the
next steps and evolution of digital transformation as a combination of the technologies
enabled. DTs are an entry point not only for AI applications, but also to make the processes
and their status and trends more visible.
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