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Abstract: With the development and popularization of Intelligent Transportation Systems (ITS), Vehicle
Ad-Hoc Networks (VANETs) have attracted extensive attention as a key technology. In order to achieve
real-time monitoring, VANET technology enables vehicles to collect real-time traffic updates through
information collection devices and transmit this information to Roadside Units (RSUs), which are
processed and integrated by an information processing center. However, high vehicle density leads
to a conflict between minimizing the interval for vehicles to send Basic Safety Messages (BSMs) to
RSUs and the limited communication resources of VANETs. To address this issue, we propose a MAC
protocol based on the 802.11 CSMA/CA mechanism with the Preemptive-Resume Priority scheme.
The arbitration device provides preemptive service to data packets with higher priority levels, thereby
reducing data transmission delay. Moreover, queuing theory is employed to calculate the total delay
for vehicles to send BSMs to a drone receiver, minimizing the BSM transmission interval and achieving
minimal delay to meet safety driving requirements. The effectiveness and superiority of this mechanism
and algorithm are demonstrated through simulation experiments.

Keywords: VANETS; UAV; CSMA/CA; Preemptive-Resume Priority; queuing theory

1. Introduction
1.1. Preliminaries

In recent years, with the in-depth research and gradual popularization of autonomous
driving technology, modern intelligent transportation systems (ITS) have become a focus
of attention for governments, industry, and academia. Vehicle-to-vehicle (V2V) commu-
nication, as a core component of ITS, causes technical difficulties and challenges in the
entire system. Each vehicle is equipped with a wireless interface called an On-Board Unit
(OBU). The traditional method is that vehicles exchange and collect vehicle information
and road condition information through the OBU and hand it over to the Road Side Unit
(RSU) to complete communication between vehicles and infrastructure (V2I) [1]. The RSU
then sends the information to the information processing center for data processing and
integration. This leads to various challenges in Vehicular Ad hoc Networks (VANET). The
communication coverage of VANETs is limited by the direct communication capability
between vehicles and RSUs, which is further affected by factors such as terrain, buildings,
and other obstacles. Consequently, certain regions or specific conditions may experience
suboptimal communication quality or even a complete lack of continuous communication.
Vehicles within VANETs are required to exchange a significant volume of data, encompass-
ing crucial information such as location details, traffic status, event reports, and more [2].
Nevertheless, the data transfer speed in VANETs tends to be relatively slow due to the
mobility of vehicles and the constrained transmission bandwidth. Consequently, this may
result in increased communication latency and delayed data updates [3]. Ensuring the
utmost reliability of vehicle data in VANETs is crucial for facilitating safety applications
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and enabling well-informed decision-making processes. However, ensuring data reliability
presents certain challenges, such as signal attenuation, interference, and packet loss. These
factors can undermine the reliability of data transmission. Unprocessed unreliable data
can have detrimental effects, leading to erroneous decision-making or the dissemination of
inaccurate traffic information [4]. However, the development of Unmanned Aerial Vehicle
(UAV) technology has led to the replacement of RSUs by UAVs, which have become a topic
of great interest for operators. UAVs, with their advantages of flexible deployment and
wide coverage, offer faster transmission rates and can meet the demands of increasing user
numbers and application messages. Compared to static relay stations, UAVs have a higher
cost–performance ratio and economic efficiency due to their mobility, wide coverage, and
low operation and maintenance costs [5]. Furthermore, UAVs can easily return to the air
for inspection and maintenance, further reducing operational and maintenance costs. Low-
altitude UAVs can fly in the air, free from the constraints of ground obstacles, providing a
wider communication coverage range, filling the “blind spots” in communication between
vehicles, and potentially offering better communication channels due to the existence of
short-range line-of-sight (LOS) links [6]. Moreover, UAVs can expand network coverage
and enhance network connectivity in various environments [7].

In VANETs, messages are characterized by their immediacy and time sensitivity, ne-
cessitating the timely transmission of messages from the source vehicle to the destination
within a constrained time frame, while placing high demands on low latency. This require-
ment becomes particularly stringent in light of the advancements in autonomous driving
technologies. Data packets that fail to meet the time constraints are discarded, leading
to data loss [8]. In general, the vehicular networking domain follows the standardized
framework established by the Society of Automotive Engineers (SAE) known as the J2735
standard [9]. At the heart of this standard lies the Basic Safety Message (BSM), thus making
BSM messages the primary focus of discussion in this study. Vehicles periodically transmit
BSM messages that encompass fundamental vehicle information, including position, speed,
and acceleration. Given the time-critical nature and substantial volume of BSM messages,
effectively managing network traffic load and mitigating congestion have emerged as
pivotal research areas [10]. Furthermore, in situations where UAV resources are constrained
or cost considerations come into play, multiple vehicles may require shared access to these
resources. Consequently, the allocation of resources needs to be prioritized based on the
urgency and importance of the demands to ensure their efficient utilization [11]. In par-
ticular, in emergency scenarios like traffic accidents or urgent rescue operations, specific
vehicles may require expedited communication and assistance. Through the establishment
of priority levels, it becomes feasible to guarantee prompt responsiveness and preferential
allocation of resources to address these critical circumstances [12].

In the case of limited resources, constructing an appropriate Media Access Control
(MAC) layer protocol is an important method for effectively managing network traffic
load and alleviating congestion. The most popular media access control protocol used
for wireless local area networks in the context of vehicular networks is IEEE 802.11P
Distributed Coordination Function (DCF) [13]. It employs the Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) protocol with binary exponential backoff.
DCF defines two channel access methods: basic access and the Request-to-Send/Clear-to-
Send (RTS/CTS) mechanism. DCF not only plays a crucial role in new standards like IEEE
802.11e for enhanced Quality of Service (QoS), but it has also been widely implemented in
various wireless test beds and simulation packages for wireless multi-hop self-organizing
networks. Its low complexity has been widely recognized. Therefore, making reasonable
improvements to this MAC layer protocol can provide a significant solution and innovation
point for optimizing network architecture and addressing network congestion issues.

Moreover, when considering safety aspects, it has been shown that higher vehicle
speeds on highways correlate with increased accident rates [14]. This insight offers a viable
approach for establishing a priority criterion based on vehicle speed. In comparison to other
metrics such as vehicle type or communication needs, vehicle speed is readily obtainable
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and can be promptly updated, enabling real-time reflection of the vehicle’s present motion
state [15]. By prioritizing vehicles according to their speed, efficient resource allocation
can be achieved. In general, vehicles traveling at lower speeds tend to have relatively
lower requirements for real-time communication [16] as they can maintain a considerable
distance from neighboring vehicles for a longer duration. Conversely, vehicles traveling at
higher speeds necessitate timely communication support to promptly adjust their driving
states and effectively respond to sudden situations. The prioritization of vehicles based on
speed can further be leveraged for traffic flow control and coordination purposes. During
instances of road congestion, the prioritization of faster-moving vehicles as a high priority
can facilitate UAVs in providing real-time traffic feedback and route suggestions to enable
these vehicles to avoid congested regions or opt for quicker routes [17]. This approach can
potentially alleviate traffic congestion and enhance overall traffic efficiency.

1.2. Contributions

This paper primarily focuses on the information partitioning aspect, specifically cen-
tered around BSMs. The main contribution of this study is the proposal of a criterion
for prioritizing vehicle speeds and the utilization of UAV assistance within the context of
VANETs to provide services on unidirectional highways. Regarding priority partitioning,
this paper presents an innovative preemptive approach and designs a MAC layer protocol
based on the CSMA/CA protocol of 802.11P. Furthermore, this work incorporates queuing
theory to calculate delays and control the feedback of information quantities. The key
contributions of this paper can be summarized as follows:

1. Based on the ground VANET system, a model is established, and vehicles are divided
into different groups based on their speed ranges as priorities. The signal-to-noise
ratio (SNR) and delay of the uplink transmission are calculated according to the
relative position and angle between the vehicle and UAV.

2. A MAC layer protocol with preemptive priority and an arbiter is designed based on
the CSMA/CA protocol of 802.11P, and the MAC layer delay is calculated accordingly.

3. A Preemptive-Resume Priority M/G/1 queue analysis is proposed for this model,
which provides the average waiting time and average packet transmission delay for
each class of packets. The time interval for sending BSM within the coverage range of
the UAV by the vehicles is also calculated.

The remaining parts of this paper are as follows: Section 2 introduces recent research
results in this field. Section 3 describes the network model and presents the main assump-
tions of the proposed model. Section 4 provides the calculation method for performance
metrics. Section 5 conducts numerical simulations and analyzes the results. Section 6
concludes this paper.

2. Related Works

Regarding UAV-assisted VANETs, a model was introduced in [18] to estimate the
probability of line-of-sight propagation in air-to-ground wireless communication across
different urban environments. This model integrates building distribution, terrain, and
other environmental parameters while accounting for signal attenuation, scattering, and
multipath propagation. In [19], the authors put forward an aerial-to-ground path loss model
based on the probability model of LOS using UAVs. They further provided a methodology
for determining the optimal height and angle of the UAV based on this model. Moreover,
Ref. [20] introduced the integration of UAV assistance to enhance the connectivity and
support services in urban vehicle VANETs. By leveraging UAVs as mobile base stations,
communication among vehicles can be enhanced, thereby facilitating the provision of
additional services. In [21], the authors introduced a routing approach that leverages
UAVs for connectivity and traffic density perception. By employing UAVs as relay nodes,
the Connected and Reliable UAV-assisted Vehicular (CRUV) network can dynamically
select the most suitable routing path, thereby improving the efficiency and reliability
of data transmission within vehicular self-organizing networks. Ref. [22] introduces a
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methodology that leverages UAVs to provide services for highway VANETs and distributed
antenna systems. Through the deployment of UAVs, the communication quality between
vehicles can be enhanced, resulting in wider network coverage and stronger signal gain.
Ref. [23] introduces a traffic service solution aimed at minimizing latency in multi-tier
UAV networks. By taking into account the hierarchical structure, connectivity, and data
transmission demands of the UAV network, this scheme optimizes traffic routing and
scheduling strategies to effectively reduce latency and ensure the provision of reliable
traffic services.

There are currently two methods available to tackle the congestion traffic control
problem in BSM transmission. The first approach involves regulating the BSM generation
frequency. In [24], the LIMERIC algorithm is proposed, which actively monitors the real-
time congestion status of the network and dynamically adjusts the message rate according
to the prevailing network conditions. This algorithm demonstrates notable improvements
in system throughput and latency reduction, thereby better satisfying the communication
demands of the Dedicated Short-Range Communications (DSRC) system. Ref. [25] presents
a congestion control technique that utilizes power or rate adaptation. By dynamically ad-
justing the transmission power or transfer rate of vehicle nodes in response to the prevailing
network congestion level, this approach endeavors to optimize the utilization of network
resources and mitigate congestion. In [26], the authors propose a distributed algorithm
design approach called DRCV, which leverages collaboration and information exchange
among vehicle nodes to achieve efficient utilization of network resources and congestion
control. The second approach to tackle congestion traffic control issues in BSM transmission
involves power control, which regulates the transmission power of BSM. However, due
to the influence of interference and path loss among vehicle nodes, distributed power
control algorithms may experience anomalies during practical implementations [27]. To
overcome these challenges, the authors proposed an enhanced algorithm that leverages
signal strength measurement and collaboration among vehicle nodes. By dynamically
adjusting the transmission power of nodes, this algorithm endeavors to improve system
performance and mitigate interference. Ref. [28] presents a novel approach that involves
real-time monitoring and analysis of vehicle status and the communication environment.
This method enables the dynamic adjustment of communication parameters and route
selection to optimize the overall communication performance. By continuously adapting
to changing conditions, this approach aims to enhance the efficiency and effectiveness of
communication in vehicular networks.

Significant progress has been made in the performance analysis of 802.11P, and
Bianchi [29] proposed the well-known Markov chain model for 802.11 DCF under sat-
urated conditions. Using the Markov chain model, extensive research has been conducted
on the performance of 802.11 DCF under saturated conditions [30]. Shao et al. [31] pro-
posed an improved MAC protocol to address communication issues in VANETs. This
protocol supports data transmission with multiple priorities and employs p-persistent tech-
niques to manage media access, thereby enhancing network efficiency and performance.
In [32], the authors developed a throughput analysis model for the modified protocol and
discussed how to optimize network performance through access control. By analyzing
throughput and access control, this paper provides valuable insights for understanding
and optimizing the performance of IEEE 802.11a networks. The application of queuing
theory as a mathematical foundation for this protocol is also of great research significance.
In [33], the signal transfer function of the generalized state transition graph was derived
to describe the probability distribution of the MAC layer service time, and the M/G/1/K
and M/M/1/K models were used to characterize the 802.11 MAC layer. Through these
improvements, the protocol’s throughput can be enhanced, latency can be reduced, and
network stability and reliability can be improved. The FPMDC-MAC [34] protocol algo-
rithm is a notable contribution in the field of VANETs, specifically focusing on the MAC
layer. This algorithm introduces a fuzzy logic-based priority assignment mechanism to
ensure the efficient transmission of important information. Additionally, it incorporates
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a cooperative MAC protocol to facilitate communication coordination among vehicles,
thereby improving data transmission efficiency. By modifying the 802.11p protocol and
incorporating a priority scheme, FPMDC-MAC demonstrates significant enhancements
over the existing protocol. In a related study by Wang [35], an improvement approach
for enhancing the performance of the IEEE 802.11p/bd MAC protocol is presented. This
approach utilizes a 2-D Markov chain model and queuing theory to construct the model,
which shares similar methodologies with our research. However, it does not incorporate
priority-related schemes, which constitutes a distinct advantage of our work. In [36], Yang
proposed a hybrid MAC protocol based on priority, which combines slot allocation with a
carrier sense multiple access (CSMA) mechanism. By incorporating priority assignment
and dynamic slot allocation strategies, this protocol achieves fair sharing and efficient
utilization of network resources among vehicles with different priorities. The paper also
provided detailed deployment schemes for unmanned aerial vehicles, demonstrating that
the protocol effectively improves network throughput, latency, and reliability while ensur-
ing fair sharing and balanced resource utilization among vehicles with different priorities.
In [37], the author Linn aimed to design a conflict-free cooperative MAC protocol to address
the issue of heterogeneous collisions in VANETs caused by differences in vehicle speeds,
communication ranges, and data transmission requirements. The protocol utilizes a coop-
eration mechanism among vehicles by dividing neighboring vehicles into multiple groups,
where only one vehicle in each group is allowed to transmit data, while others act as relay
nodes for data forwarding. This approach enables vehicles with different speeds and com-
munication ranges to share network resources, reducing the probabilities of heterogeneous
collisions and packet loss, thus improving network performance and stability. Ref. [38]
introduced a repetition-based cooperative broadcasting scheme to enhance the reliability
and efficiency of message delivery in VANETs and mitigate the adverse effects of fading on
message transmission. In this scheme, vehicles within the communication range form a
cooperative group and collaborate to forward broadcast messages. Cooperation is achieved
through the utilization of repetition techniques, where each vehicle retransmits the re-
ceived message multiple times to increase the likelihood of successful message reception by
other vehicles.

In [39], a priority-based communication scheme for V2V communication is presented,
which is realized in VANETS utilizing the IEEE 802.11p standard. This scheme focuses on
enhancing the QoS mechanism and incorporates priority scheduling techniques to optimize
communication efficiency and minimize latency. By assigning different priorities to various
types of data and vehicles, the proposed scheme aims to prioritize critical information and
improve the overall performance of vehicular communication systems. Ref. [40] presented
a novel priority-based approach for emergency data dissemination in urban environments.
This method is specifically designed to facilitate the swift propagation of critical information
during emergency situations. By leveraging prioritization techniques, the proposed method
enhances the speed and reliability of data delivery, ensuring that emergency data reach
relevant entities promptly. This approach holds great potential for improving emergency
response systems and enhancing the overall efficiency of urban communication networks.
In [41], the authors propose a V2V emergency data transmission scheme based on TCP
protocol and priority queue technology in VANETs. This scheme utilizes stable connections
and priority queue techniques to achieve fast transmission of emergency data. Moreover,
it incorporates mechanisms such as traffic control and congestion control to ensure the
stability and reliability of the transmission. Ref. [42] presents a novel dynamic resource
allocation algorithm for optimizing the utilization of limited UAV and spectrum resources.
The proposed algorithm takes into account both the communication demands of vehicles
and the current network conditions. By considering factors such as vehicle-specific com-
munication requirements and energy constraints, the algorithm intelligently allocates UAV
resources to ensure efficient resource utilization. This approach holds significant potential
for enhancing the overall performance and effectiveness of UAV-assisted communication
systems in scenarios with limited resources.
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Our work is based on the computational model of drone-assisted vehicular networks
proposed in papers [18,19]. Furthermore, Refs. [20–23] provide strong evidence that sup-
ports the superiority and effectiveness of drones as relay nodes in vehicular networks.
Currently, there are two main approaches to address the BSM traffic congestion control
problem we are interested in: one is by adjusting the generation frequency, as discussed
in Refs. [24–26] and the other is power control, as explored in Refs. [27,28]. Our proposed
solution focuses on designing a MAC layer protocol that minimizes latency through pre-
emptive priority and queuing theory and subsequently adjusts the generation frequency.
The limitations of Refs. [24,25] lie in their focus on real-time congestion monitoring and
optimizing network utilization efficiency without modifying the MAC layer or providing
system-wide optimization. While real-time congestion monitoring is an effective method, it
does not solve the fundamental problem. On the other hand, Ref. [26] mainly emphasizes
vehicle-to-vehicle communication, overlooking the auxiliary role of drones or road test
units. Our research centers around designing a MAC layer protocol to adjust the 802.11P
protocol in vehicular networks, incorporating key aspects such as Markov chain modeling,
queuing theory, and priority design. Unlike Refs. [29–41], our work comprehensively
considers these three aspects, which we believe will lead to better results.

To present a comprehensive comparison, we summarize the related work, its short-
comings, and our proposed solution in Table 1. This table will allow readers to gain a clear
understanding of the existing research landscape and how our approach stands out in
addressing the identified limitations.

Table 1. Comparison of Other Papers and Our Work.

Paper Number The Markov Chain Modeling Queuing Theory Priority

[29,30]
√

× ×
[31] × ×

√

[32,33] ×
√

×
[34] ×

√ √

[35]
√ √

×
[36–38] × ×

√

[39] ×
√ √

[40,41] × ×
√

Our work
√ √ √

The main objective of our research is to address the congestion traffic control problem
in BSM transmission. Unlike existing research, we focus on the specific needs of vehicles
for BSM transmission. Specifically, we adjust the frequency of BSM generation so that
faster-moving vehicles can transmit safety information at shorter intervals, thereby meeting
their higher safety standards. In addition, we improve the 802.11P-based DCF protocol by
combining it with a preemptive priority M/G/1 queue mathematical model. According to
this protocol as the MAC layer protocol of the link, we perform uplink data transmission
and allocate resources based on delay as the primary performance indicator in resource-
constrained scenarios. This approach ensures that vehicles with higher priorities receive
a greater share of resources to meet their shorter transmission interval requirements and
better meet the needs of safe driving. Through extensive experimental validation, we
demonstrate the effectiveness of our proposed method in controlling congested traffic and
improving overall system performance.

3. System Model

In our analysis, we consider a single-directional highway segment [x0, x0 + D] based
on UAVs with a length of D. We need to consider the following situation: As shown in
Figure 1, x0 represents the reference point where vehicles arrive. The network consists
of N vehicles (index K = {K1, . . . . . . , KN}) and M UAVs (index U = {U1, . . . . . . , UM}).
The UAVs have a communication range that covers the entire road segment, with the
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distribution parameter 1/D following a uniform distribution. Given the limited availability
of communication resources in UAV and VANET communications, ensuring real-time
monitoring of vehicle safety conditions and road conditions becomes a critical challenge.
It is essential to transmit BSM information at the shortest possible intervals to meet these
requirements. However, this can result in resource constraints and insufficient timeliness,
leading to potential safety hazards caused by an overwhelming number of BSMs. Conse-
quently, there is a need to prioritize vehicles and their transmitted data packets. This paper
will focus on prioritizing vehicles based on speed ranges and give particular attention to
BSM information.
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Figure 1. Vehicle-to-Vehicle Communication Model.

The process can be divided into two steps: (1) classifying vehicles and their transmitted
information based on their speed and designing a MAC layer protocol to schedule and
queue the transmitted information; (2) using the 802.11p protocol, vehicles transmit the
required messages through the MAC layer scheduling process and send them to the UAVs
via the uplink. The following provides a detailed explanation.

For convenience, the significant notations and variables used in the analysis procedure
are summarized in Table 2.

Table 2. Notions used in the proposed analytical model.

Notion Definition

λv A parameter of the Poisson distribution that represents the traffic flow
µv,σv µv for the mean value and σv for the standard deviation of the speed
duk The distance d between vehicle k and UAV u

pLoS
uk , pNLoS

uk The probabilities of LoS and NLoS links corresponding to the UAV
a, b Constants determined by the environment and carrier frequency

PLLoS
uk , PLNLoS

uk The path loss expressions for LoS and NLoS links
Si, Ri The average service time and remaining service time for priority i

S2
i The second moment of the average service time for priority i

WTi The average waiting time for priority i
Ti The overall delay, which is the average dwell time
tr The expectation of the passing time

TBSMi The interval for BSM transmission for vehicles in priority level i
na The path loss exponent
fc The carrier frequency
c The speed of light

ηLoS,ηNLoS The average additional loss for free space propagation in LoS and NLoS
connections, respectively

PLuk The average path loss
Guk The average channel gain

SINRuk The SNR received by the UAV u from the vehicle k
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Table 2. Cont.

Notion Definition

Pk The transmission power of vehicle k
IC, N0 Co-channel interference and Gaussian white noise
Wup A constant representing the total available bandwidth of the uplink path
Rku The transmission rate of vehicles in the G2A channel
Tku The time required to transmit a data packet
β Packet size

Wj The corresponding contention window size
p Collision probability
q The probability that the cache queue is not empty
m Maximum backoff stage
τ The transmission probability of the user in a random time slot
Ps The probability of detecting a busy channel due to successful

transmissions from other stations
Pidle The probability of the channel being idle
Ts The duration of a successful transmission
Tc The duration of detecting channel busyness due to collisions
σ The duration of an idle system time slot
ρi The system utilization for priority i

3.1. Ground-Bound Vehicular Traffic Model

This paper assumes that the considered segment D represents a low- to moderate-
density free-flow ground transportation system. Such a transportation system has been
widely applied in the literature. The macroscopic free-flow traffic model used in this study
is based on Ref. [43].

Because the communication range of UAVs under the V2I scenario in a highway
depends on multiple factors, including the frequency, power, antenna gain of its commu-
nication system, as well as environmental conditions, the communication range can vary
from several hundred meters to several kilometers based on different UAV communication
systems and specific configurations. Additionally, assuming a constant velocity can help
study the worst-case scenario in V2I. Therefore, we assume that after each vehicle k reaches
position x0, its velocity remains unchanged at the speed at position x0 until it exits the
communication range of the UAV, vf ∈ [vmin, vmax].

We assume that the number of vehicles follows a Poisson distribution, and the vehicle
density is λv. The premise of our study is that the vehicle density is not high, as in the
case of high vehicle density, and it is highly likely to find multiple vehicle-UAV paths for
connection, which does not align with our design approach. We focus on the worst-case
scenario, aiming to minimize the number of paths. In this scenario, each time a vehicle
enters the communication range of a UAV, it needs to be processed individually.

Additionally, we assume that the VANET includes a location service, such as Hierar-
chical Location Service (HLS) or Geographic Location Service (GLS), and the information
related to the location service is included in the header of the transmitted data packets.

We divide a time window τ into several equal intervals ∆t. Since the traffic flow
follows a Poisson random process with the parameter λv, the arrival time of vehicles is
also a random variable denoted as ∆tv and follows an exponential distribution with the
parameter 1/λv. Assuming that there is one vehicle arriving at the entrance point x0 in
each time interval ∆tv, the average value and probability density function (pdf) [44] of the
vehicle arrival time can be written as follows:

E[∆tv] = 1/λv, (1)

f∆tv(t) = (1/λv)e−
t/λv . (2)
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The speed v f at point x0 is a continuous random variable, represented by µv for the
mean value and σv for the standard deviation. The probability density function (pdf) of v f
follows a truncated normal distribution [45].

fV

(
v f

)
=

ξ√
2πσv

e
−(

v f −µv
√

2σv
)

2

, v f ∈ [vmin, vmax], (3)

In addition, ξ = 2
[
er f

(
vmax − µv/

√
2σv

)
− er f

(
vmin − µv/

√
2σv

)]
, and the time for a

vehicle to pass through [x0, x0 + D] is denoted as tr.

3.2. UAV-Assisted Vehicular Channel Model

The task of utilizing UAVs as intermediate relay bridges to facilitate the construction of
VANET networks for enabling communication between two vehicles that are not within di-
rect range of each other has been extensively studied in previous research papers. However,
this specific scenario is not the focus of this paper. Instead, this paper primarily focuses on
studying the connections formed within the communication range of a UAV. Each UAV
categorizes and prioritizes all vehicles within its coverage area based on their speeds. By
calculating the total delay, performing comparisons, and making optimal allocations, this
paper aims to provide a detailed explanation. The relationship between drones and vehicles’
positions is as shown in Figure 2.
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The speed v f of each vehicle is gathered at location x0 and remains constant until it
exits the communication range of the UAV. At any given time, a vehicle establishes an
uplink connection with the UAV. To ensure that the UAV can receive signals from each
vehicle and obtain signal strength, this model is considered to be composed of both LoS and
NLoS links [22]. Depending on the UAV’s position and flight altitude, these links will have
different probabilities. The vehicle K’s position is defined as [xk, yk, hk]

T ∈ R3*1, k ∈ K,
while the UAV’s position is [xu, yu, hu]

T ∈ R3*1, u ∈ U, and hu must be optimized to satisfy
QoS constraints. As shown in Figure 2, according to the Euclidean distance, the distance d
between vehicle k and UAV u can be written as:

duk =

√
(xu − xk)

2 + (yu − yk)
2 + (hu − hk)

2. (4)

Assuming hk negligible values are ignored and considered as 0, the probabilities of
LoS and NLoS links corresponding to the UAV are as follows:

pLoS
uk =

1

1 + ae−b( 180
π θ−a)

, (5)

pNLoS
uk = 1 − pLoS

uk , (6)



Appl. Sci. 2024, 14, 2151 10 of 27

where a and b are constants determined by the environment and carrier frequency,

θuk = arctanhu/ruk is the elevation angle, and ruk=
√
(xu − xk)

2 + (yu − yk)
2. Thus, the

path loss expressions for LoS and NLoS links can be derived as follows:

PLLoS
uk (dB) = 10nalog(

4π fcduk
c

) + ηLoS, (7)

PLNLoS
uk (dB) = 10nalog(

4π fcduk
c

) + ηNLoS, (8)

where, na represents the path loss exponent, and ηLoS and ηNLoS are determined by the
environment and represent the average additional loss for free space propagation in LoS
and NLoS connections, respectively. c denotes the speed of light, and fc represents the
carrier frequency. Therefore, we can obtain the average path loss and the average channel
gain as follows:

PLuk = pLoS
uk PLLoS

uk + pNLoS
uk PLNLoS

uk , (9)

Guk = 1/PLuk. (10)

Thus, we can derive the SNR received by the UAV u from the vehicle at its current
position as follows:

SINRuk =
PkGuk

(IC + N0)W
, (11)

where Pk is the transmission power of vehicle k, IC represents co-channel interference,
N0 denotes Gaussian white noise, and W is the bandwidth. According to the model, to
achieve effective data transmission between the UAV and the vehicles, it is necessary to
maximize the end-to-end rate while minimizing latency and power consumption.

3.3. The MAC Layer Communication Protocol

In densely populated traffic areas, such as congested urban roads or highways, vehicles
often accumulate a substantial volume of safety information. As per the J2735 standard
established by the Society of Automotive Engineers (SAE) in the United States [9], the
increased number of vehicles leads to a significant rise in the frequency of BSMs received
by UAVs per second. Consequently, important safety information may be discarded due to
large transmission intervals, resulting in delayed or inadequate updates that compromise
timeliness. This situation poses significant safety hazards. To mitigate such concerns,
we have implemented a prioritization scheme for vehicles and their messages, enabling
the prioritized validation and transmission of critical safety information. The subsequent
section outlines the design of our MAC layer protocol.

In this study, due to vehicles entering the UAV communication range as a Poisson
process and each vehicle transmitting fixed-sized data packets of β bits at any given
time, we adopt an M/G/1 queue model. Taking into account the priority categories,
we assume there are r priority levels. Vehicles and their transmitted data packets of
priority level i arrive according to a Poisson process with arrival rate λi, with specific
values obtained from Section 3.1. It is worth noting that the adopted priority mechanism
in this study is Preemptive-Resume Priority [46], meaning that high-priority customers
interrupt the service of low-priority customers. Upon interruption, a checkpoint is set,
and the interrupted data enter the Shunts for storage. The service time of the lower-
priority customer resumes at the checkpoint. For a customer of priority level i, due to the
preemption rule, there are no lower-priority customers appearing ahead of them in their
queue, i.e., λi+1 = . . . . . . = λr = 0. The following provides a detailed explanation of the
priority setting.

As shown in Figure 3, all devices are located inside the UAV for operation. The
frame-header Checker (referred to as Checker in the diagram) is responsible for checking
the header of the message packets received from the vehicles on the uplink, determining
whether to accept them and dividing them into segments based on the vehicle’s speed
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(included in the packet header). Buffer-A, Buffer-B, and Buffer-C represent three buffers
that receive data packets from different priority levels and wait for instructions from the
Arbiter. The Arbiter is responsible for scheduling the transmission order on the output
link and accessing the outgoing packets. It has Shunts B and Shunts C buffers that store
the remaining data packets of interrupted low and medium priority levels due to the
Preemptive-Resume Priority rule.
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The information enters the frame-header Checker from vehicles on the Up Stream
and the message priority is determined. The information transmitted by vehicles in the
high-speed section enters Buffer-A as high-priority, while that transmitted by vehicles in
the medium-speed section enters Buffer-B as medium-priority and that transmitted by
vehicles in the low-speed section enters buffer Buffer-C as low-priority. The Arbiter is
responsible for scheduling the transmission order on the output link and accessing the
outgoing packets. If a medium-priority packet is interrupted by a high-priority packet, a
breakpoint is set, and the remaining packets are transferred to Shunts B. If a low-priority
packet is interrupted by a high- or medium-priority packet, a breakpoint is set and the
remaining packets are transferred to Shunts C. We assume that the time it takes for packets
to be transmitted to the buffer is negligible [47].

The protocol defines the mechanism for bandwidth allocation and packet scheduling.
Assuming that the number of packets is negligible and that each buffer has an infinite
capacity, the Arbiter can simply schedule the packets based on the following priority order
(from highest to lowest). The packet scheduling is based on considerations of timeliness
since the unmanned vehicle has a limited capacity to process messages within a given time
period. Therefore, the protocol prioritizes the processing of data packets from vehicles in
the high-speed section. Here is the specific priority order:

• Packets from Buffer-A
• Packets from Buffer-B
• Packets from Buffer-C

In this order, the Arbiter will allocate resources and schedule packet transmission accordingly.
As shown in Figure 4, the queue currently contains one data packet with priority 2

and two data packets with priority 3. At this moment, when a data packet with priority 1
arrives, it interrupts the queue and is prioritized for processing.
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The following is a description of the protocol steps for the Preemptive-Resume Priority
802.11 CSMA/CA [48] with an arbiter in this article; the flowchart is shown in Figure 5.
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Step 1: Initialization
Each node determines its own priority and sets reasonable initial contention window

sizes, maximum backoff times, and an arbiter node to coordinate the priority transmission
order between nodes and the preemptive interruption (including the buffer).

Step 2: Contention Stage

• When a node is ready to send data, it first sends requests to the Arbiter and carries its
priority information.

• The Arbiter sets different listening times for different priorities brought by each node
(shorter for higher priority, and so on, defined as High Distributed inter-frame space
(HDIFS), Middle Distributed inter-frame space (MDIFS), and Low Distributed inter-
frame space (LDIFS)). If the channel is idle during the listening time, the contention
channel stage is entered; otherwise, the backoff mechanism is triggered.

Step 3: Backoff Mechanism
This article employs the backoff mechanism of IEEE 802.11 standard DCF, which uses

a binary exponential backoff method with a backoff time range of (0, Wj − 1). J ∈ (0, m)
represents the current backoff stage, and Wj represents the corresponding contention window
size. Wj = 2jW is equal to 2 to the power of J, where m is the maximum backoff stage specified
in the 802.11 standard, and W is the initial contention window size (as set in step 1). The
backoff counter takes a value of

(
0, Wj

)
and decreases by one for every time slot when the

channel is idle; otherwise, it remains unchanged. If a collision occurs (i.e., multiple nodes
have the same priority or the Arbiter indicates preemption is allowed, causing these nodes to
potentially send data simultaneously), the contention window of the colliding nodes doubles
to reduce the collision probability. The node enters the contention phase when the backoff
counter countdown ends; otherwise, it continues to wait and updates the counter.

Step 4: Contention Channel
After the backoff counter of a node reaches zero, the node sends another request to

the Arbiter. The Arbiter evaluates the priority of the node and considers other ongoing
transmissions to determine the next node for data transmission. If the current node has the
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highest priority or the Arbiter indicates that the node can preempt, the node immediately
sends the data. Otherwise, the node continues to wait.

Step 5: Data Transmission
Nodes that obtain permission from the Arbiter start transmitting data. Other nodes

temporarily stop sending data and continue to monitor the channel state upon detecting
channel occupancy.

Step 6: Channel Release
Upon completion of data transmission, the node releases the channel and notifies the

Arbiter that the channel is idle, allowing other nodes to contend for the channel.
In summary, in this scenario, we need to consider the following aspects:
Reasonable selection of UAV altitude and communication range.
Considering the transmission time from vehicles to UAVs, calculate the MAC layer service

time. The queuing time is calculated using the designed UAV MAC layer protocol. Calculate
the expressions for latency and rate, and based on this, calculate the BSM transmission interval.

Based on the parameter definition of the objective function, obtain a solution that is in
line with practical considerations and simulate its implementation.

4. Problem Formulation and Performance Metrics

Based on the model and various performance metrics proposed in the previous section,
we divide this section into four parts:

• Calculate the uplink transmission latency between the UAV and each vehicle based on
the UAV-Assisted Vehicular Channel Model from the previous section.

• Calculate the overall MAC layer service time based on the uplink transmission latency
and the MAC protocol.

• Calculate the queuing time and overall system dwell time based on the Preemptive-
Resume Priority rule and service time.

• Calculate the BSM transmission interval for vehicles within the UAV coverage area
based on the system dwell time.

• Next, we will introduce these three parts separately. Let T denote the total communi-
cation delay between vehicles and the UAV.

4.1. UAV Communication Latency

As shown in Figure 1, vehicles arrive at location x0 and randomly establish com-
munication links with the UAV within its communication range. Let us assume that all
vehicles transmit data packets of the same size, denoted as β bits. Let T represent the total
communication delay between vehicles and the UAV. The specific calculation expressions
are described below.

4.1.1. UAV Uplink Communication Latency

In order to derive the channel characteristics between vehicle k and the UAV, we consider
an uplink P-NOMA network where vehicles encode their data packets through superposition
coding and transmit them to the UAV over a shared channel. At the UAV, the data packets are
relayed using a Decode-and-Forward (DF) protocol. According to the channel characteristics
model provided by the UAV-Assisted Vehicular Channel Model and based on the Shannon–
Hartley formula, the transmission rate of vehicles in the G2A channel is obtained as:

Rku = Wuplog2(1 + SINRku), (12)

where Wup is a constant representing the total available bandwidth of the uplink path,
and SINRku can be obtained from Equation [11] in the previous section. Based on the
transmission rate, we can determine the time required to transmit a data packet of size β as:

Tku = β/Rku. (13)
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4.1.2. UAV MAC Layer Service Delay

In this paper, we only consider the access mechanism. Furthermore, we have the
following assumptions: (1) The network consists of r competing stations, where r is the
number of priority levels. (2) Since vehicles follow a Poisson arrival model and each vehicle
sends a message containing only one data packet of the same size β bits, the arrival of
data packets at the MAC layer also follows a Poisson process with the same arrival rate as
the vehicle arrival rate λi. (3) It is assumed that the probability P of collision occurring in
transmission from a station is constant and independent of the transmission history.

In this paper, the probability of a station sending in a random time slot is defined as
τ. The relationship formula between τ and P is derived from a generalized Markov chain
model [19]. In this paper, a Monte Carlo algorithm is used to calculate the probability
of collision for each priority level. The value of P depends on the arrival rate, and the
value of P for lower priority levels should be added to the value of P for higher priority
levels (because priority level 1 will only have effective collisions with priority level 1, while
priority level 3 will have effective collisions with priority levels 1, 2, and 3). The specific
process is as shown in Algorithm 1:

Algorithm 1: Proposed algorithm for Packet Channel Collision Probability.

Input: arrival rate array, num packet array, window size array, number of priorities,
number of iterations
Initialize: num collisions = array of size num priorities initialized with zeros
Output: collision probability array for each priority
Begin:

for iter = 1 to num iterations do
arrival times = generate arrival times (arrival rates, num packets)

for i = 1 to num priorities do
for j = 1 to num packets[i] do

if check collision (arrival times, i, j, window sizes) then
num collisions[i] = num collisions[i] + 1

end if
end for

end for
end for
collision probabilities = calculate collision probabilities (num collisions, num

packets, num iterations)
End

This algorithm is used to calculate the collision probability (P) for different priority
levels and scenarios, and then this information can be utilized for subsequent calculations.

Let j ∈ [0, m] denote the backoff stage and Wj denote the corresponding contention
window size, Wj = 2jW. W represents the initial window size, typically defined as 15 or
31 according to the 802.11P protocol. m denotes the maximum backoff stage defined by
the 802.11P protocol. b(t) represents the value of the backoff counter at time t, and s(t)
represents the backoff stage of the node at time t.

In this paper, we assume a constant collision probability P that is independent of
the transmission history, allowing us to discretize the two-dimensional stochastic process
(s(i, t), b(i, t)) for Markov chain modeling. Due to the impact of factors such as vehicle
speed and road conditions, the packet arrival rate in this paper is limited, resulting in
an unsaturated condition. When the buffer is empty, the backoff counter is not activated.
Therefore, to represent this condition, we introduce states (−1, 0) to indicate an empty
buffer. It should be noted that we assume that if no collision occurs, a packet will either
be successfully transmitted or reach the maximum retry limit and be discarded, without
considering other reasons for transmission failure. Let (1 − q) denote the probability of
no packet arrival within a time slot, which depends on the slot size and the packet arrival
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rate. The mentioned virtual slot size refers to the average interval between two consecutive
decrements of the backoff timer. Therefore, we build a discrete-time Markov chain model
based on the two-dimensional stochastic process (s(i, t), b(i, t)), where the combination
of backoff stage s(t) and backoff counter value b(t) represents the state of a node. The
collision probability P and current state are used to determine the transition to the next
state. This approach allows us to analyze and derive performance metrics for the system.
The modified generalized Markov chain model is shown in the Figure 6.
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The transition probabilities of the generalized Markov chain are as follows:

P{i, k|i, k + 1} = 1 k ∈ [0, Wi − 2] i ∈ [0, m]
P{i, k|i − 1, 0} = p/Wi k ∈ [0, Wi − 1] i ∈ [1, m]
P{m, k|m, 0} = p/Wm k ∈ [0, Wm − 1] i ∈ [0, m]
P{−1, 0|i, 0} = (1 − p)(1 − q) i ∈ [0, m]
P{−1, 0|−1, 0} = (1 − q) i ∈ [0, m]
P{0, k|−1, 0} = q/W0 k ∈ [0, W0 − 1] i ∈ [0, m]

P{0, k|i, 0} = (1−p)q
W0

k ∈ [0, W0 − 1] i ∈ [0, m]

. (14)

Let bI,k = lim
t→∞

P{s(t)Ii, b(t) = k} denote the stationary distribution of the chain. Ac-

cording to the regularity of the chain, we can express it as follows:

bi,k =

{ Wi−k
Wi

bi,0 i ∈ [0, m] k ∈ [0, W0 − 1]
1−q

q b0,0 i = −1 k = 0
. (15)

By imposing the normalization condition, we can obtain:

b0,0 =
2(1 − 2p)(1 − p)q

(1 − 2p)(W + 1)q + pqW
[
1 − (2p)m]+ 2(1 − 2p)(1 − p)(1 − q)

. (16)
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Then, the transmission probability of the user in a random time slot is defined as τ, and
transmission starts when the backoff counter is 0. τ can be obtained by the following formula:

τ =
m
∑

j=0
bj,0 =

b0,0
1−p

= 2(1−2p)q
(1−2p)(W+1)q+pqW[1−(2p)m]+2(1−2p)(1−p)(1−q)

.
(17)

The actual time slot interval for a station is determined by the algorithm and specific
parameters in different priority scenarios.

E(Slot) = PsTs + Pidleσ + (1 − Ps − Pidle)Tc. (18)

Ps represents the probability of detecting a busy channel due to successful transmis-
sions from other stations, and Pidle represents the probability of the channel being idle. Ps
and Pidle can be calculated using the following equation.

Ps = (r − 1)× τ × (1 − τ)r−2, (19)

Pidle = (1 − τ)r−1. (20)

Ts represents the duration of a successful transmission, Tc represents the duration
of detecting channel busyness due to collisions, and σ represents the duration of an idle
system time slot. Ts and Tc can be obtained using the following equation:

Ts =
HPHY

CR
+

HMAC
Rku

+ Tku + SIFS + δ +
ACK
CR

+ δ + DIFS, (21)

Tc =
HPHY

CR
+

HMAC
Rku

+ Tku + SIFS + δ + EIFS. (22)

Note that in this article, different priority levels have different Distributed inter-frame
space (DIFS) values (HDIFS, MDIFS, and LDIFS), which means that the time slot duration
(Ts) for each priority level is also different. Additionally, Rku is the transmission rate
obtained in the previous section, and we define CR = Rku/10. This article takes the
average values of variables Tku and Rku for all vehicles in each priority level.

In practice, the duration of a station’s collision (Tc) depends on whether the station
participated in the collision or observed it. However, since the 802.11 standard does not
have an ACK timeout specification, this article assumes that Ts = Tc. Therefore, the actual
time interval can be simplified as follows:

E(Slot) = PTs + (1 − P)σ . (23)

The probability of no packet arrival within a time slot interval 1 − q can be written as:

1 − q = exp(−λ × E(Slot)). (24)

The average MAC layer delay can be expressed as [30]:

E(TMAC) =

[
(1 − 2P)(W − 1) + PW

(
1 − (2P)m)

2(1 − 2P)(1 − P)

]
E(Slot) +

Ts

1 − P
. (25)

In the equation, m represents the maximum backoff stage specified by the 802.11 standard,
and W represents the initial contention window size. It is important to note that the variable
TMAC varies for each priority level.
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4.2. UAV Queuing Delay

In this section, we will focus on studying queuing delay, which is an important
component of overall latency. It can be defined as the time taken for a packet to reach the
transmission buffer and is dependent on the number of users multiplexed on the same
wireless resource [46]. Due to vehicle arrivals following a Poisson process and assuming
each vehicle sends a data packet of size β, arrivals are exponentially distributed in this
paper. Even under relatively low loads, queuing delay can occur due to sudden changes
in incoming traffic. To measure the performance of the queue, we define the utility ratio
ρ (the probability that all servers are busy). As ρ is a probability and needs to satisfy the
requirement of queue stability, its range should be between 0 and 1.

Since the arrival time and service time of packets are independent, and the arrival
process in the MAC layer’s arrival area and buffer area is also a Poisson process (refer to
Section 3.3), based on the standard queuing theory, the packet queuing model for UAV
MAC layer can be regarded as a Preemptive-Resume Priority M/G/1 model.

In the following calculations, we have different delay expressions for each priority.
In this paper, we use the following symbols: Wi represents the average queuing time for
priority i, E(Si) and Ri represent the average service time and remaining service time for
priority i. E

(
S2

i
)

is the second moment of the average service time for priority i, derived
from the formula E

(
S2

i
)
= E(Si)

2 + σ2
i . σ2

i represents the variance of the distribution for
that priority, which is exponential distribution in this case. λi denotes the average arrival
rate for priority i, and ρi represents the system utilization for priority i. The formula for
ρi = λiE(Si). As mentioned earlier in this paper, the number of priorities in this model is
r = 3. The value of E(Si) is obtained from the upstream communication delay and its MAC
layer delay. E(Si) is constant.

E(Si) = E(TMAC i). (26)

The queuing delay is the time span from when a packet enters the buffer and waits in
the channel allocation queue until it starts to be transmitted. According to Little’s Law and
the Pollaczek–Khintchine (P-K) formula, we can obtain the average waiting time for the
highest priority as follows:

WT1 =
R1

1 − ρ1
, (27)

where the remaining service time Rj is obtained from the following formula:

Rj =
1
2

i

∑
j=1

λjE
(

S2
j

)
. (28)

It is evident that the remaining waiting time for different priorities will be different due
to the effect of preemptive rules. Customers with higher priority enter the system without
having to wait for customers with lower priority to be served. They are immediately
interrupted, and the interruption point is set.

For the second priority, we need to consider the associated workload of customers
with the same and higher priority who are already in the system when this customer enters,
as well as the workload generated by higher priority customers who may arrive during the
waiting time. Therefore, WT2 can be calculated using the following formula:

WT2 =
R2

(1 − ρ1)(1 − ρ1 − ρ2)
. (29)

For all priorities, the derivation is similar, and the average waiting time in the buffer
can be expressed as follows:

WTi =
Ri

(1 − ρ1 − . . . . . . − ρi)(1 − ρ1 − . . . . . . − ρi−1)
, (30)
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where i is the priority level, ranging from 1 to r.
This paper selects two representative cases for illustration, as follows:
As shown in Figure 7, for Scenario 1, λv1 < λv2 < λv3 is selected, where the vehicle

with the slowest speed segment has the highest arrival rate and the largest number of vehi-
cles. For Scenario 2, λv1 > λv2 > λv3 is selected, where the vehicle with the highest speed
segment has the highest arrival rate and the largest number of vehicles. The remaining
scenarios, as they are not representative, are not discussed in this paper.
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In our system, we define Tku as the average communication delay between each
vehicle within the coverage range of the UAV across different priority levels.

According to the equation ρi = λiE(Si), we can obtain the relationship between system
utilization rate as follows:

ρ1 = λv1E(S1), (31)

ρ2 = λv2E(S2), (32)

ρ3 = λv3E(S3). (33)

By substituting Equation (30), we can rearrange the equation as follows:

E(WT1) =
1
2 E

(
S2

1
)
λv1

1 − ρ1
, (34)

E(WT2) =
1
2
(
E
(
S2

1
)
λv1 + E

(
S2

2
)
λv2

)
(1 − ρ1)(1 − ρ1 − ρ2)

, (35)

E(WT3) =
1
2
(
E
(
S2

1
)
λv1 + E

(
S2

2
)
λv2 + E

(
S2

3
)
λv3

)
(1 − ρ1 − ρ2)(1 − ρ1 − ρ2 − ρ3)

. (36)

4.3. Expression for Total Delay

For a preemptive MAC layer protocol, the expression for the overall delay, which is
the average dwell time, is as follows:

E(Ti) = E(Wi) +
E(Si)

1 − (ρ1 + . . . . . . + ρi−1)
. (37)



Appl. Sci. 2024, 14, 2151 19 of 27

4.4. BSM Transmission Interval

According to the model in Section 3.1, the expected passing time of vehicles in each
speed segment is calculated based on the average velocity of vehicles in that segment. Let
tr be the expectation of the passing time, which can be expressed as E(tr) = D/E

(
v f

)
.

Then, the expected BSM transmission interval for each priority level, denoted as E(TBSM i),
is given by the following equation:

E(tri)/E(TBSM i)× Ki × E(Ti) ≤ E(tri), (38)

where Ki represents the number of vehicles in priority level i, and the minimum time
interval for BSM transmission for vehicles in priority level i is denoted as:

E(TBSM i) = Ki × E(Ti) (39)

4.5. Minimization of BSM Transmission Interval Problem

In the limited case of UAV, we aim to maximize the frequency of BSM transmissions
as much as possible. This approach improves safety. Therefore, we need to discuss the
problem of minimizing the BSM transmission interval. Based on Equation (39), minimizing
the BSM transmission interval can be understood as minimizing the overall delay for each
priority level. An optimization problem with an objective function and constraints can be
formulated as follows:

min
Ti

E(TBSM i). (40)

As derived from Equation (39), the above minimization problem can be obtained from
the following minimization problem:

min
i

Ti

s.t. ρi ≤ 1
vmin i ≥ 17 (m/s) vmax i ≤ 34 (m/s)

λi ≤ 0.2,

(41)

where i is the set priority level.
Algorithm 2 provides the process of minimizing the BSM transmission interval.

Algorithm 2: Proposed algorithm for Transmit Interval of BSM minimization

Initialize: set the number of priority levels r
Input : speed thresholds for each priority level vmaxi vmini
vehicle arrival rate λi
Output : optimal value of transmit interval of BSM E(TBSM i)
Begin :
For i = 1 to r do
Ni = calculate vehicle count i (λi)
For k = 1 to Ni do

Speed k = get speed(k)
If vmini ≤ vf ≤ vmaxi

Priority k = calculate priority (Speed k)
End if

End for
E(TBSM i) = calculate transmit interval i (i)
End for
End
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5. Numerical Results

In this paper, we idealize the definition of a message to contain only one packet, which
can be adjusted in size as β bits. Multiple packets contained within a message can be
treated as one large packet. In this paper, the packet size β is set to 10,240 bits.

To evaluate the effectiveness of the above expression, we conducted simulation experi-
ments on MATLAB. In the simulation, the set parameters are shown in the following table,
where the G2A link delay is based on Table 3 and referenced from the literature [19].

Table 3. G2A Link Delay Parameter Table.

Parameter Name Data Parameter Name Data

UAV altitude (hu) 50 m Path loss exponent
(na)

2

Road length (D) 1000 m ηLoS 1 DB
a 9.6 ηNLoS 20 DB

b 0.28 Vehicle transmission
power (Pk)

10 W

Speed of light (c) 3 × 108 m/s Noise (IC + N0) −120 DB
Carrier frequency (fc) 2.4 GHz Bandwidth

(
Wup

)
1 × 107 bit/s

The MAC layer and queuing delay are based on Table 4, referenced from the literature [48].

Table 4. MAC Layer and Queuing Delay Parameter Table.

Parameter Name Data Parameter Name Data

W 32 PHY header (HPHY) 192 bits
m 5 Prop delay (δ) 2 µs

Slot time (σ) 20 µs SIFS 10 µs
MAC header (HMAC) 224 bits ACK 112 bits + HPHY

Furthermore, this paper defines the number of priority levels r as 3. The control frame
rate is CR = Rku/10. The DIFS for each priority level is defined as [HDIFS; MDIFS; LDIFS] =
[10; 80; 200]µs. The vehicle speed range is defined as

[
v1

min; v1
max

]
= [33; 42](m/s);

[
v2

min; v2
max

]
=

[25; 33](m/s);
[
v3

min; v3
max

]
= [17; 25](m/s).

Analysis of Delay and Processed Packet Volume under Different Arrival Rates

For scenario 1, we selected [λv1; λv2; λv3] = [0.05; 0.1; 0.15] and defined the
collision probability P based on the number of vehicles or messages, where a higher
number of messages corresponds to a higher probability of packet collisions,
[P1; P2; P3] = [0.0037778; 0.045102; 0.1299].

For scenario 2, we selected [0.15; 0.1; 0.05] and defined the collision probability P
based on the number of vehicles or messages, considering the case where higher priority
packets need to take into account the presence of low priority packets in effective collisions,
[P1; P2; P3] = [0.01185; 0.0638; 0.1508].

According to Figure 8a, the model follows a Poisson distribution, and it shows the num-
ber of vehicles in different speed ranges under the condition of [K1; K2; K3] = [45; 100; 128].

According to Figure 8b, the model follows a Poisson distribution, and it shows the num-
ber of vehicles in different speed ranges under the condition of [K1; K2; K3] = [127; 105; 59].

According to the simulation and Figure 9a, the average speed in different speed ranges
is [vf1; vf2; vf3] = [37.37; 29.19; 20.89](m/s). The average passage time in different speed
ranges is [tv1; tv2; tv3] = [26.77; 34.26; 47.86](s).

According to Figure 9b, it can be observed that the difference between scenarios
1 and 2 lies in the varying arrival rates, which in turn lead to different numbers of ve-
hicles. However, there is not much impact on the average values of different vehicle
speeds or the average passage times. the average speed in different speed ranges is
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[vf1; vf2; vf3] = [37.57; 28.69; 21.24](m/s). The average passage time in different speed
ranges is [tv1; tv2; tv3] = [26.62; 34.85; 47.07](s).
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The specific data in Figure 10a are as follows:
[
S1; S2; S3

]
= [4.616; 7.106; 16.54]

(
∗10−4s

)
;[

W1; W2; W3
]
= [5.372; 30.59; 236.3]

(
×10−8s

)
,
[
T1; T2; T3

]
= [4.616; 7.111; 16.58]

(
×10−4s

)
.

Figure 10a shows that due to the low number of vehicles in the higher priority segment
(Priority 1) and the smaller collision probability P at the stations, the vehicles in the higher
speed range can send data packets with little waiting time and have shorter processing times
compared to other speed ranges. This finding aligns with the real-world scenario. On the
other hand, for the medium and lower speed ranges corresponding to Priority 2 and 3, the
delay increases. Vehicles in the lower speed range need to wait for some time before sending
data packets. This matches the initial design intention of this study.

The specific data in Figure 10b are as follows:
[
S1; S2; S3

]
= [4.837; 7.992; 18.85]

(
∗10−4s

)
,[

W1; W2; W3
]

= [1.756; 4.952; 13.84]
(
×10−7s

)
,
[
T1; T2; T3

]
= [4.839; 8.002; 18.89]

(
×10−4s

)
.

Comparing scenario 1, it can be observed that due to the increased arrival rate in the higher
speed range, there is an increase in the number of vehicles and thus, an increase in the number
of sent data packets. As a result, the average service time, average waiting time, and total
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delay for Priority 1 also increase compared to scenario 1. Additionally, the medium and lower
speed ranges also experience an increase in delay due to the need to avoid the data packets
from the higher speed range. This observation aligns with the requirements of this study.
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The specific data in Figure 11a are as follows:
[
TB

BSM1;TB
BSM2;TB

BSM3

]
= [0.02261;0.06465;0.2839](s).

The vehicles in speed range 3, which represents the slowest speed, have a longer travel time within
the UAV coverage area. However, due to their longer transmission or queuing time, the time interval
between sending BSMs for these vehicles is longer compared to other speed ranges, and it shows an
increasing trend.
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The specific data in Figure 11b are as follows:
[
TB

BSM1;TB
BSM2;TB

BSM3

]
= [0.0682;0.0772;0.0905](s).

Compared with scenario 1, it can be observed that due to the increased number of vehicles and thus, an
increase in the number of high-priority data packets in the higher speed range, the time interval between
sending BSMs increases in scenario 2. This is reasonable since more vehicles result in more data packets,
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which increases collision probability and thus, increases service and waiting times in the queue, leading
to longer time intervals between packet transmissions.

However, as shown in Figure 11a,b, for the medium and lower speed ranges, the delay
time in the queue does not decrease but increases when the arrival rate and the number
of vehicles and data packets decrease compared to scenario 1. Additionally, due to the
reduced number of vehicles, there are fewer BSM data packets, resulting in similar time
intervals between packet transmissions for Priority 2 compared to scenario 1 (as the arrival
rate for Priority 2 remains unchanged), and shorter time intervals for Priority 3 but still
higher than those for Priorities 1 and 2.

Figure 12a,b demonstrates the practicality of the preemptive priority assignment
scheme and MAC layer protocol design adopted in this paper by comparing preemptive
and commonly used non-preemptive priority assignment schemes. Compared to non-
preemptive schemes, preemptive schemes are more effective in managing and scheduling
tasks in highly competitive resource environments, improving system responsiveness and
throughput. By assigning different priorities to tasks, preemptive schemes can ensure that
high-priority tasks are executed in a timely manner, thereby meeting the requirements
of applications with higher real-time performance demands. Additionally, it is worth
noting that based on the data, the preemptive scheme reduces latency compared to the
non-preemptive high-priority scheme by 8.17% and overall system by 24.92%. In terms
of frequency, the preemptive scheme is 23.55% stronger than the non-preemptive scheme.
Therefore, the preemptive priority assignment scheme and MAC layer protocol design
adopted in this paper are very useful and can effectively improve system performance and
network transmission quality, meeting the requirements of different application scenarios.
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As shown in Figure 13a, this study compares the preemptive priority allocation scheme
employed in this paper with the priority-based MAC layer modification scheme proposed
in reference [34], demonstrating the practicality of the priority allocation scheme and MAC
layer protocol design utilized in this work. Compared to reference [34], our proposed
scheme exhibits significant advantages in terms of overall system delay performance,
achieving a 68.8% higher overall efficiency. This further validates the novelty and effec-
tiveness of our approach. By introducing a priority allocation mechanism, our proposed
scheme better meets the real-time and reliability requirements of different types of data
in vehicular communication, thereby enhancing system performance and efficiency. This
positions our paper as a valuable point of comparison and provides beneficial insights for
research and practice in the field of vehicular networking.
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As depicted in Figure 13b, this study presents a comparison between our proposed
scheme and a paper published in the Sensor journal under MDPI [35]. Both studies focus
on modifying the 802.11P protocol using queuing theory and 2D Markov models. However,
our proposed scheme incorporates a priority allocation mechanism, which enhances the
timeliness of high-priority vehicles and significantly improves the overall system perfor-
mance. Additionally, our proposed scheme better caters to the communication requirements
of different vehicles, optimizing system performance and efficiency. Comparative analysis
reveals that our proposed scheme outperforms the approach presented in paper [35], re-
sulting in a 22.7% higher overall system efficiency. This further validates the novelty and
practicality of our proposed scheme, offering valuable insights for research and applications
within the vehicular networking domain.

This finding suggests that the priority classification in this study achieves the expected
results of prioritizing higher priority vehicles, i.e., those in the higher speed range, to use
limited resources, and allows for speed limiting measures to be taken for these vehicles to
ensure normal UAV operation. The small change in numbers is mainly due to the limited
number of data packets and vehicles and insufficient arrival rate parameters, which is in
line with realistic scenarios [49,50].

• Congestion: In situations with high vehicle arrival rates, the number of vehicles on
the road may exceed the road capacity, leading to congestion. This can cause traffic
jams and reduce vehicle speeds. When the arrival rate approaches or exceeds the road
capacity, vehicle speeds often significantly decrease.

• Traffic safety: On highways, vehicle speeds may be limited to maintain safe distances
and prevent accidents. If the vehicle arrival rate increases but the road capacity cannot
accommodate it, traffic management authorities may take measures to restrict vehicle
speeds to ensure safety.

• Road infrastructure and design: Road structures, signs, speed limits, and other factors
can affect vehicle speeds. Even if the arrival rate increases, if the road design and
facilities do not support high-speed travel, vehicle speeds may still be limited.

These aspects will be further explored and addressed in subsequent research.

6. Conclusions

In this paper, we proposed an algorithm based on UAV-assisted VANETs for prioritiz-
ing data transmission and interaction between vehicles and UAVs, considering the speed of
the moving vehicles. This algorithm was used to allocate limited wireless communication
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resources and ensure priority for the transmission of safety-critical information, such as
traffic information. To achieve this, we designed an improved 802.11 CSMA/CA MAC
layer access protocol equipped with an arbitrator. Additionally, we established a preemp-
tive M/G/1 queuing theory model based on this network and calculated the data delay.
By prioritizing the transmission requirements of the highest-priority moving vehicles in
safety-related information transmission, we addressed the problem of minimizing total
delay. We further transformed the problem of minimizing total delay within the same
UAV coverage area into a problem of minimizing BSM transmission intervals. Finally,
through simulation experiments, we validated the effectiveness of the proposed method
in this paper. The simulation results demonstrated that under different arrival rates, this
mechanism could reduce the transmission intervals for high-speed vehicles, thereby im-
proving the efficiency of information transmission for high-speed driving vehicles and
meeting the network performance requirements of safety driving applications in intelligent
transportation systems.

At the time of this research, certain limitations existed in our work. First, this paper
only considered the uplink transmission from vehicles to the relay portion; the downlink
transmission from the relay back to the user vehicles will be investigated in future studies.
Second, our research focused primarily on the V2I communication mode, but future work
is needed to incorporate V2V communication for further expansion. Additionally, it is
important to note that our simulation results are numerical solutions, and therefore, future
studies will involve utilizing other simulation software to conduct further research and
validate the practical implications of our findings. In order to further enhance our research,
we plan to address these limitations and conduct a more comprehensive exploration in
future studies.
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