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Abstract: Aiming at the problem of the limited application range and low accuracy of existing radar
calibration methods, this paper studies the radar calibration method based on cooperative targets,
and establishes the integrated radar measurement error model. Then, the improved sparrow search
algorithm (ISSA) is used to estimate the systematic error, so as to avoid the loss of partial accuracy
caused by the process of approximating the nonlinear equation to the linear equation, thus improving
the radar calibration effect. The sparrow search algorithm (SSA) is improved through integrating
various strategies, and the convergence speed and stability of the algorithm are also improved. The
simulation results show that the ISSA can solve radar systematic errors more accurately than the
generalized least square method, Kalman filter, and SSA. It takes less time the than SSA and has a
certain stability and real-time performance. The radar measurement error after correction is obviously
smaller than that before correction, indicating that the proposed method is feasible and effective.

Keywords: radar calibration; systematic error estimation; sparrow search algorithm; multi-strategy fusion

1. Introduction

Radar is the main means of the monitoring of and early warnings for non-cooperative
targets at sea [1,2]. The modern radar represented by phased arrays can detect and track
multiple targets, such as ships, aircrafts, and missiles at the same time because of its
fast beam control speed [3,4]. However, due to the influence of mechanical structure
deflection, installation platform tilt, the aging of internal electrical components, external
electromagnetic interference, and other factors [5], radar measurements often have various
forms of error (as shown in Figure 1), and the maximum error can even reach the magnitude
of kilometers [6], therefore it is necessary to calibrate the radar regularly. In previous studies,
radar observation errors were usually divided into random errors and systematic errors [7].
The random error can be eliminated using a filtering algorithm, and the impact on the
subsequent measurement results is relatively small [8]. The systematic error is the fixed
deviation generated by the characteristics of the radar system itself and the interaction
with the external environment, which cannot be removed through the use of filtering,
and needs to be estimated in advance to then be compensated for. This process is called
radar calibration.

Traditional land-based radar calibration usually uses fixed targets with known posi-
tions on the ground or establishes registration models, and solves them through measuring
the same target in the common observation area of multiple radars [9–12]. The calibration
range of this method is limited, and it cannot be applied in the far sea area. To solve
this problem, Luo Jun and Pan Shao-Ren, respectively, proposed the idea of using AIS
information to calibrate radars [13,14]. However, this idea requires that the systematic error
of the same radar is basically constant in a certain space–time range, and that the detection
accuracy of the different targets is identical or similar. In this regard, references [8,15,16]
analyzed a large number of measured data and found that the multi-target error sam-
ples in the radar coverage area were relatively concentrated, showing the characteristics
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of correlation and normalizing distribution statistically; therefore, the systematic error
could be regarded as a constant value within a certain time and region. The studies in
references [17,18] show that radar systematic errors are jointly determined by hardware
design, manufacturing process, installation conditions, operation parameter setting, and
environmental factors, while it does not depend on the specific attributes and states of the
measured targets; that is, it will have a consistent impact on almost all targets’ measure-
ments. Therefore, it is feasible to use the self-reported position information of the moving
target to carry out radar calibration. The method is favored by many experts and scholars
because of its convenient and flexible selection of calibration sources and high positioning
accuracy. Professor Dong’s team took the AIS data as the true value in order to analyze the
error distribution characteristics of the radar system, and they solved the problem of the
low reliability of the error estimates under the assumption of uniform distribution through
the use of the method of partition processing, but it did not establish a universal error
model for the measured target, which was limited by the accumulation of error data in the
database [15,19,20]. Considering that the error calibration of the three-coordinate radar
needs to include three-dimensional position information, Wu proposed a real-time radar
error correction algorithm based on ADS-B data, derived the error observation model, and
used Kalman filtering (KF) algorithm to solve it. It is more stable than the algorithm that
uses the mean error as the systematic error to complete the calibration [21]. Academician
He’s team derived a combined system error model, taking the ADS-B system delay into
account, and solved it using generalized least squares (GLS) [22], both of which require
the linearization of the nonlinear model to be solved. Li P proposed the use of the SICP
algorithm to estimate the radar systematic error. This method does not need to establish the
radar measurement error model, and only realizes error estimation through the translation
transformation matrix between two tracks. However, this method is sensitive to measure-
ment noise and too dependent on data correlation results [23]. Zhang Tao proposed a radar
systematic error estimation scheme, based on the probability hypothesis density (PHD).
Although it can achieve target error estimation without prior correlation information, it
also has an approximation to nonlinear equations, meaning the radar calibration effect was
affected [24].
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Figure 1. Radar measurement error. 
Figure 1. Radar measurement error.

To solve the above problems, this paper first studies the radar calibration method,
based on the cooperative target, and establishes the integrated radar measurement error
model by referring to the position information of the cooperative aircraft in the radar
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range. On this basis, an error estimation method based on the improved sparrow search
algorithm (ISSA) is proposed to transform the nonlinear model solving problem into the
multidimensional multi-peak optimization problem, so as to avoid the introduction of
deviation in the linearization process of the nonlinear system. At the same time, a variety
of strategies are used to improve the convergence speed of the sparrow search algorithm
(SSA), so that the radar systematic error estimation can be both accurate and in real time,
so as to improve the radar calibration effect and the target track accuracy.

2. Radar Measurement Error Model

The key of radar calibration is to estimate the systematic error accurately. This paper
deduces the radar observation error model from the radar calibration principle based on
the cooperative target.

The method of radar calibration, based on the cooperative target, consists of detecting
the cooperative target, which is equipped with a global navigation satellite system (GNSS)
and can transmit its position to us in real time through a data link (the cooperative targets
mentioned above all refer to cooperative aircraft in this paper), and use it as the reference
source. After the position data of the reference source measured by the GNSS are associated
with the radar measurement data, time registration, and coordinate transformation, the
difference between the two is used to estimate the radar systematic error, so as to achieve
radar calibration. The basic principle is shown in Figure 2.
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The correlation between the GNSS and radar measurement data is the primary link
of radar calibration, which can be realized by the nearest neighbor (NN) association
algorithm [25], joint probability data association (JPDA) [26], and other algorithms. There
are many relevant studies and the technology is relatively mature, so this paper will not go
into detail.

Through time registration, the GNSS information received can be extrapolated in order
to keep time synchronization with the radar positioning data. However, there is a delay in
data link communication, and the sending time of the GNSS positioning data is deviated
from the radar measurement time (this deviation is referred to as the communication delay
in the paper), during which the aircraft will still fly forward for a certain distance. Due to
the high speed of the aircraft when moving, the position error caused by the communication
delay cannot be ignored. The GNSS data transmission period of the cooperation target is set
as TG, the radar measurement period as TR, the GNSS data transmission time is successively
tG
1 , tG

2 . . . tG
NA

the radar measurement time is tR
1 , tR

2 . . . tR
NR

, and the time deviation between
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the two is, in turn, ∆t1 = tR
1 − tG

1 > 0, ∆t2 = tR
2 − tG

2 > 0 . . . ∆tn = tR
n − tG

n > 0. The
following relationships can be obtained:

∆t2 + TG = TR + ∆t1 (1)

Through smoothing and interpolation algorithms [27,28], the position-sending period
of the cooperative target is reconstructed so that TG = TR, which can be obtained via
∆t2 = ∆t1 , ∆t; that is, the communication delay is a constant value ∆t. After estimating
this value, the position deviation caused by the communication delay can be corrected via
combining it with the aircraft speed.

The cooperative target points obtained by the GNSS are represented by the longitude,
latitude, and altitude in the WGS-84 coordinate system, while the radar measurement track
is in the radar-centered polar coordinate system, and the two must be unified. Because
the common least square method and Kalman filter are the linear estimation algorithms,
they are transformed to the Cartesian coordinate system. In this paper, the Earth-centered,
Earth-fixed (ECEF) coordinate system is used as a unified coordinate system, coopera-
tive targets that can be self-located through the GNSS within the radar detection range
are used as reference sources, and the positioning errors of the GNSS are ignored. The
integrated error model of thew radar is established considering the position deviation
caused by the systematic error of range, azimuth and elevation, measurement noise, and
communication delay.

The position data sent by the cooperative target through the datalink are measured
using the onboard GNSS. The geographical location at time k that receives statistics from
the cooperative target, including the latitude LG(k), longitude λG(k), and altitude HG(k),
is converted into the ECEF coordinate system as follows:

xEG(k) = [C + HG(k)] cos LG(k) cos λG(k)
yEG(k) = [C + HG(k)] cos LG(k) sin λG(k)
zEG(k) = [C(1− e2) + HG(k)] sin LG(k)

(2)

where C can be calculated using the following formula:

C =
Eq

[1− e2 sin2 LG(k)]
1/2 (3)

where Eq is the equatorial radius and e is the eccentricity of the earth.
The radar measurement at time k includes the radial distance rm(k), azimuth angle

θm(k), and elevation angle ηm(k) of the target, which are then converted to the local
Cartesian coordinate system with the radar position as the origin coordinate, as follows:

xLR(k) = rm(k) sin θm(k) cos ηm(k)
yLR(k) = rm(k) cos θm(k) cos ηm(k)

zLR(k) = rm(k) sin ηm(k)
(4)

Then, convert it to the ECEF coordinate system with the center of earth as the origin,
as follows: xER(k)

yER(k)
zER(k)

 =

xs
ys
zs

+ T×

xLR(k)
yLR(k)
zLR(k)

 (5)

where (xs, ys, zs) is the coordinates of the radar geographic coordinate (Ls, λs, Hs) in the
ECEF coordinate system, which can then be calculated using Equation (2). T is the rotation
matrix as follows:

T =

− sin λs − sin Ls cos λs cos Ls cos λs
cos λs − sin Ls sin λs cos Ls sin λs

0 cos Ls sin Ls

 (6)
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It takes ∆t for the GNSS position information to be transmitted through the data
link, so the position information received at time k is actually the coordinate information
of the reference source at time k − ∆t, and, within time ∆t, the reference source moves
some distance. Let the reference source be in uniform linear motion, and the relationship
between its actual position (xEGT(k), yEGT(k), zEGT(k)) at time k and the GNSS positioning
(xEG(k), yEG(k), zEG(k)) is as follows:xEGT(k)

yEGT(k)
yEGT(k)

 =

xEG(k)
yEG(k)
yEG(k)

+ T×

vx∆t
vy∆t
vz∆t

 (7)

where vx, vy, and vz are, respectively, the velocity of the aircraft along the xyz axis in the
radar local coordinate system, which can be calculated from the aircraft’s velocity to the
ground using coordinate transformation.

The radar systematic error is set as βR = [∆r, ∆θ, ∆η]>, ∆r is the range systematic
error, ∆θ is the azimuth systematic error, and ∆η is the elevation systematic error. The
radar measurement noise is [nrm(k), nθm(k), nηm(k)]

>. According to Formula (4), the actual
position of the aircraft in the radar local coordinate system at time k is as follows:

xLRT(k) = [rm(k)− ∆r− nrm(k)] sin[θm(k)− ∆θ − nθm(k)] cos[ηm(k)− ∆η − nηm(k)]
yLRT(k) = [rm(k)− ∆r− nrm(k)] cos[θm(k)− ∆θ − nθm(k)] cos[ηm(k)− ∆η − nηm(k)]

zLRT(k) = [rm(k)− ∆r− nrm(k)] sin[ηm(k)− ∆η − nηm(k)]
(8)

Convert to the ECEF coordinate system as follows:xERT(k)
yERT(k)
zERT(k)

 =

xs
ys
zs

+ T×

xLRT(k)
yLRT(k)
zLRT(k)

 (9)

Equations (7) and (9) both represent the real coordinates of the same reference source
in the ECEF coordinate system at a certain time, allowing us to calculate the following:xEG(k)

yEG(k)
yEG(k)

+ T×

vx∆t
vy∆t
vz∆t

 =

xs
ys
zs

+ T×

xLRT(k)
yLRT(k)
zLRT(k)

 (10)

Through substituting Equation (8), we can obtain the following:

xs − xEG(k)
ys − yEG(k)
zs − zEG(k)

+ T×

[rm(k)− ∆r− nrm(k)] sin[θm(k)− ∆θ − nθm(k)] cos[ηm(k)− ∆η − nηm(k)]− vx∆t
[rm(k)− ∆r− nrm(k)] cos[θm(k)− ∆θ − nθm(k)] cos[ηm(k)− ∆η − nηm(k)]− vy∆t

[rm(k)− ∆r− nrm(k)] sin[ηm(k)− ∆η − nηm(k)]− vz∆t

 = 0 (11)

Thus, the integrated error model can be established through combining the communi-
cation delay and the radar systematic error. The integrated systematic error vector can be
denoted as β = [∆r, ∆θ, ∆η, ∆t]>. The estimated value β̂ can be obtained through solving
Equation (11). Obviously, Equation (11) is a nonlinear system of equations. In existing
studies, no matter the GLS algorithm [22] or KF algorithm [21], Equation (11) needs to
be transformed into a linear equation by using first-order Taylor expansion and ignor-
ing higher-order terms, and then be solved. This approximation process introduces new
deviations, making the estimation results inaccurate.

The solution of the systematic error is essentially to find a set of estimates that mini-
mize the Euclidean distance between the corrected radar measurement and the GNSS track.
Therefore, by constructing an objective function and using the nonlinear optimization algo-
rithm, the systematic error estimation problem can be transformed into a multidimensional,
multi-peak optimization problem to avoid the deviation caused by the nonlinear system ap-
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proximation process. Let ψ(k) = [rm(k)− nrm(k), θm(k)− nθm(k), ηm(k)− nηm(k)]
>, then

f (ψ(k), β) =

 ∆x(k)
∆y(k)
∆z(k)


=

 xs − xEG(k)
ys − yEG(k)
zs − yEG(k)

+ T×

 [rm(k)− ∆r− nrm(k)] sin[θm(k)− ∆θ − nθm(k)] cos[ηm(k)− ∆η − nηm(k)]− vx∆t
[rm(k)− ∆r− nrm(k)] cos[θm(k)− ∆θ − nθm(k)] cos[ηm(k)− ∆η − nηm(k)]− vy∆t
[rm(k)− ∆r− nrm(k)] sin[ηm(k)− ∆η − nηm(k)]− vz∆t

 (12)

Taking N measurements of the reference source, the objective function can be con-
structed as follows:

J = min
N

∑
k=1

Jk = min
β∈Ω

N

∑
k=1
‖ f (ψ(k), β)‖2 (13)

where Ω is the domain of β. The error vector β can be estimated through optimizing
Equation (13) using the nonlinear optimization algorithm. Swarm optimization algorithms
represented by the particle swarm optimization (PSO) algorithm [29], gray wolf optimiza-
tion (GWO) algorithm [30], and sparrow search algorithm [31] have been widely used in
solving optimization problems due to their advantages, such as no derivative mechanism,
simple parameter setting, and strong robustness. However, when dealing with complex
problems, such algorithms often have poor real-time performance, and easily fall into local
optimality. Therefore, this paper presents an improved sparrow search algorithm in order
to estimate radar systematic error.

3. Improved Sparrow Search Algorithm
3.1. Sparrow Search Algorithm

The sparrow search algorithm (2020) is proposed, inspired by sparrow foraging and
vigilance behavior [32], and the process can be modeled as a producer-scrounger-guard
model. The producers search for food and direct the scroungers’ foraging. The scroungers
follow the more energetic producers for a local search and acquire energy from a better food
source, during which the producers and scroungers can converse with each other. When the
guards find that the population is threatened, the sparrows on the edge of the population
will quickly move to the safe area, while the sparrows in the middle of the population will
randomly move closer to other sparrows. When the warning value exceeds the threshold,
the producers will lead the scroungers to the safe area for foraging. Suppose that the
D-dimensional search space is composed of n sparrows, the position of each sparrow can
be expressed as follows:

X =


X1
X2
...

Xn

 =


x1,1 x1,2 · · · x1,D
x2,1 x2,2 · · · x2,D

...
...

. . .
...

xn,1 xn,2 · · · xn,D

 (14)

The fitness of the corresponding sparrow can be expressed as follows:

F =


F1
F2
...

Fn

 =


f (
[
x1,1 x1,2 · · · x1,D

]
)

f (
[
x2,1 x2,2 · · · x2,D

]
)

...
f (
[
xn,1 xn,2 · · · xn,D

]
)

 (15)
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Producers usually make up 10% to 20% of the population and guide the flow of the
entire population, whose position update formula is

xiter+1
i,j =

{
xiter

i,j · exp
(

−i
α·itermax

)
, R2 < ST

xiter
i,j + QL, R2 ≥ ST

(16)

where xiter
i,j is the position information of the i-th sparrow in the j-th dimension when the

number of iterations is iter, itermax is the maximum number of iterations, and α ∈ (0, 1]
is a random number. R2 ∈ [0, 1] and ST ∈ [0.5, 1] are warning values and safety values,
respectively; R2 < ST indicates that the foraging environment is safe and the producers
can search in a large area, and R2 ≥ ST indicates that the guard finds a threat and warns
other sparrows, at which time all sparrows need to move to a safe area. Q is a normally
distributed random number and L is the matrix of 1× D.

The scrounger forages under the guidance of the producer and may compete with the
producer for food, with its location updated to the following:

xiter+1
i,j =


Q exp(z

xworstiter
j −xiter

i,j
i2 ), i > n

2

xbestiter+1
j + 1

D

D
∑

j=1
(
∣∣∣xiter

i,j − xbestiter+1
j

∣∣∣ · rand{−1, 1}), i ≤ n
2

(17)

where xworstiter
j is the worst position of the sparrow (the sparrow’s position when the

individual fitness value is lowest) in the j-th dimension at the iter-th iteration, and xbestiter+1
j

is the best position of the producer (the sparrow’s location when the individual fitness
value is highest) in the j-th dimension at the (iter + 1)-th iteration. rand{−1, 1} indicates a
random value in [−1,1]. When i > n/2, the i-th scrounger with low fitness does not receive
food and will fly to other places in order to continue foraging. When i ≤ n/2, the i-th
scrounger will search for food near the optimal position xbestiter+1

j , and the corresponding
algorithm enters the local search stage. It can be seen that the scrounger’s position update
is mainly dominated by xbestiter+1

j and xworstiter
j , while the information carried by other

individuals in the population is ignored, which greatly limits the effective search area and
reduces the global search ability of the algorithm.

The location update process of the guard can be modeled as follows:

xiter+1
i,j =


xbestiter

j + β
∣∣∣xiter

i,j − xbestiter
j

∣∣∣, Fi 6= Fg

xiter
i,j + K(

∣∣∣xiter
i,j −xworstiter

j

∣∣∣
| fi− fw |+ε

), Fi = Fg

(18)

where β ∈ N(0, 1) is the step size control parameter; K is a random number in [−1,1]; and
Fi, Fw, and Fg represent the current fitness value, the global worst fitness value, and the
best fitness value, respectively. The ε is a minimal constant, required to avoid having a zero
in the denominator.

It can be seen that the individual quality of the initial population in the SSA has a
great influence on the search ability and convergence speed. In the process of iteration, the
location update of the producers mainly depends on the location of the previous generation
of producers, if the number of producers in the early stage of iteration is small, and if the
global search ability is limited. In the later iteration, the local optimization precision is not
enough due to the lack of scroungers. Algorithms tend to fall into local optimality. The
estimation of the radar systematic error needs to take into account the accuracy, convergence
speed, and stability, so that the SSA can be improved.

3.2. Improved Sparrow Search Algorithm

In view of the above analysis, an improved sparrow search algorithm is proposed in
this paper as follows: the elite chaotic reverse learning strategy is introduced to enrich
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the diversity of the initial population, and elite individuals are selected to improve the
individual quality of the sparrows, so as to avoid the randomness of the initial population
affecting the search ability and convergence speed of the algorithm. Through the self-
adjustment of the number of producers and scroungers, the global search ability and
convergence accuracy of the algorithm are balanced. The global search strategy of the osprey
optimization algorithm is integrated to improve the global search capability. The adaptive
t-distribution perturbation and variation of dynamic selection are used to coordinate the
local search and global exploration in order to improve the convergence speed and jump
out of the local optimal time.

3.2.1. Elite Chaotic Reverse Learning Strategy

The elite chaotic reverse learning strategy uses chaotic mapping and reverse refraction
learning to generate candidate solutions in a larger range, and then selects elite individuals
with a better quality as the initial population through sequencing.

Chaotic sequences have good non-repetitive ergodicity and randomness. Common
chaotic systems include logistic mapping [33], tent mapping [34], cubic mapping [35], and
Bernoulli mapping [36], etc. Here, Bernoulli mapping with good uniformity is selected to
enhance the randomness and diversity of the initial population. The iterative formula for
the chaotic Bernoulli mapping is as follows:

zk+1 =

{
zk/(1− λ), zk ∈ (0, 1− λ]

(zk − 1 + λ)/λ, zk ∈ (1− λ, 1)
(19)

where k is the number of chaos iterations, and λ is usually 0.4. Then, map the chaotic
sequence into the sparrow search space as follows:

xi,j = xL + (xU − xL)× zi,j (20)

where xU and xL are the upper and lower bounds of the search space, respectively.
The mechanism of refracted opposition-based learning (ROBL) [37] is used to further

expand the range of alternative solutions. The current reverse solution x∗i,j of the sparrow
individual position xi,j is as follows:

x∗i,j =
aj + bj

2
+

aj + bj

2m
−

xi,j

m
(21)

where aj and bj represent the minimum and maximum values of the j-th dimension of the
current population, respectively, and m is the lens scaling factor.

The specific process of population initialization via the use of the elite chaotic reverse
learning strategy is as follows: Firstly, population X is randomly initialized as shown in
Equation(14). Then, X is substituted into Equations (20) and(21), respectively, to generate
the chaotic population Y and reverse learning population Z. Individuals in population X,
Y, and Z were sorted according to fitness values, and the first n individuals were selected
to form a new initial population, denoted as follows:

X’ =


X1
′

X2
′

...
Xn
′

 =


x′1,1 x′1,2 · · · x′1,D
x′2,1 x′2,2 · · · x′2,D

...
...

. . .
...

x′n,1 x′n,2 · · · x′n,D

 (22)

3.2.2. Producer–Scrounger Adaptive Adjustment Strategy

In the sparrow search mechanism, producers and scroungers perform global explo-
ration and local search tasks, respectively. In the early iteration, in order to expand the
search scope, the proportion of producers in the population should be increased, and
the number of scroungers should be appropriately increased to improve the convergence
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accuracy and speed of the algorithm when switching to the mode dominated by the local
precise search. Therefore, the adaptive adjustment formula for the number of producers
and scroungers is built as follows:

r = b(tan(− π · iter
4itermax

+
π

4
)− l · rand(0, 1)) (23)

pNum = rn (24)

f Num = (1− r)n (25)

where r is the nonlinear proportional coefficient used to adaptively control the number of
producers and the number of scroungers, pNum is the number of producers, and fNum is the
number of scroungers. b is a constant coefficient, and l is the disturbance deviation factor.

3.2.3. Osprey Global Exploration Strategy

In the global search phase, the optimization algorithm needs to have a wider global
exploration range and better local stagnation escape ability to avoid falling into local optimal
prematurely. However, according to the analysis in Section 3.1, the producer location update
mode in the SSA will cause a loss of population information, and the search process is limited
by the neighborhood range of the current solution, resulting in a weak global search ability. To
solve this problem, the global exploration strategy of the osprey optimization algorithm (OOA,
2023) [38] was introduced to replace the producer location update of the SSA, fully expand
the search space by using the information of the entire population, and achieve significant
changes in individual location, thus avoid falling into local optimality.

In the osprey predation mechanism, other osprey locations with better fitness values
in the individual search space are regarded as underwater fish, then the location set FPi of
all candidate prey of the i-th osprey is specified using the following formula:

FPi = {Xk|k ∈ {1, 2, · · · , n} ∧ Fk < Fi} ∪ {Xbest} (26)

Among them, Xbest is the best position for osprey, and F is the fitness value.
At this time, the osprey randomly moves to the position of a candidate prey, and, in

this process, the position update of the j-dimension of the i-th osprey is described as follows:

xnew
i,j = xi,j + ri,j · (SFi,j − I · xi,j) (27)

where SFi,j represents the position of the prey selected by the i-th osprey in the j-th dimen-
sion, ri,j is a random number in [0,1], I is the random number in {1,2}, and xi,j and xnew

i,j are
the positions of the i-th osprey before and after moving in the j-th dimension. If the fitness
value of the individual is better in the new position, replace the previous position of the
osprey with the following formula:

Xi =

{
Xnew

i , Fnew
i < Fi

Xi, Fnew
i ≥ Fi

(28)

It can be seen that the position update of osprey fully considers the information of
each individual in the population, which can achieve an effective search for a larger range.
Therefore, using this mechanism to replace the producer location update mode in the SSA
can significantly improve the global search ability of the algorithm.

3.2.4. Dynamically Selected Adaptive t-Distribution Disturbance

The sparrow search algorithm should have a divergence trend in the initial iteration
of the population to obtain a better global development ability, and, with the increase in
the iteration times, sparrows gradually gather, so it should enhance the local exploration
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ability of individuals and improve the convergence speed. The iteration number iter is
taken as the degree of freedom of the adaptive t-distribution, and it can be seen from the
morphological characteristics of the t-distribution curve that the degree of freedom is small
and the curve is relatively flat at the early stage of the iteration, and that the individuals in
the population enter the wide search mode at this time [39]. Otherwise, the curve is close
to the normal distribution curve, and the algorithm can obtain faster convergence speeds.
The position perturbation of the adaptive t-distribution is as follows:

Xiter+1
i,j = Xiter

i,j + Xiter
i,j · t(iter) (29)

where t(iter) represents the adaptive t-distribution function with the current iteration
number iter as the degree of freedom parameter. If the positions of all individuals in the
population are disturbed indiscriminately, a lot of computing resources will be wasted,
and the calculation time will be prolonged. Therefore, the dynamic selection rule is set
to randomly select some individual positions for disturbance. The basis of the rule is as
follows: in the early stage of iteration, the probability of disturbance is larger to avoid falling
into the local optimality too early and thus affecting the global search. The late iteration
perturbation probability is small, so as to give full play to the local search performance
of the algorithm and improve the convergence speed. Accordingly, the probability p of
disturbance is set as follows:

p = w1 − w2 × (itermax − iter)/itermax (30)

Among it, w1 and w2 are the upper limit and change amplitude of the selection
probability, respectively. According to reference [40], w1 = 0.5 and w2 = 0.1 can be set.

3.2.5. Improved Sparrow Search Algorithm

The process of the ISSA is shown in Figure 3, which can be roughly divided into the
following six steps:

1. The initialization of the algorithm, randomly generating candidate populations, using
chaotic mapping and reverse learning to expand the population range, sorting and
selecting well-performing individuals as the initial sparrow population.

2. Calculate individual fitness value and location.
3. Adaptively adjust the number of producers and scroungers according to the iteration

schedule.
4. Update the position of producers according to the osprey global search strategy

and update the position of scroungers and guards according to the sparrow search
mechanism.

5. The dynamic selection of the adaptive t-distribution perturbation strategy was used
to accelerate the convergence speed and further find the optimal individual, calculate
the individual position and fitness values after the disturbance.

6. Determine whether the algorithm has reached the maximum number of iterations.
If it has reached the maximum number of iterations, the current optimal solution is
output as the radar systematic error estimation result; otherwise, return to step 2.
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4. Simulation Verification and Analysis

The radar error correction method based on the ISSA is simulated and verified. The
estimation effect of the KF algorithm [21], GLS [22], SSA [32], and ISSA on the systematic
error is analyzed and compared under the same conditions. With reference to the simulation
model parameters in references [22,41], the simulation conditions set in this paper are
shown in Table 1. Assume that the radar is located at (68.923◦, −137.259◦, 51.856 m), the
range systematic error ∆r is 1300 m, the azimuth systematic error ∆θ is 0.498◦, the elevation
systematic error ∆η is 0.544◦, the measurement noise follows Gaussian distribution, and the
communication delay of the GNSS is set to 1 s. The starting position of the reference source
is (69.014◦, −136.754◦, 10,000 m), and the end position is (69.535◦, −135.219◦, 10,000 m).
The radar local coordinate system is used as the reference coordinate system to model the
motion of the reference source using Equation (31) as follows:

xLR(k) = 300k + 20000
yLR(k) = 300k + 10000

zLR(k) = 10000
(31)
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Table 1. Simulation conditions.

Simulation Parameter Symbol Value

Radar geographic coordinates (Ls, λs, Hs) (68.923◦, −137.259◦, 51.856 m)
Range systematic error ∆r 1300 m

Azimuth systematic error ∆θ 0.498◦

Elevation systematic error ∆η 0.544◦

Communication delay ∆t 1 s
Measurement noise of range nrm 80 m

Measurement noise of
azimuth nθm 0.2◦

Measurement noise of
elevation nηm 0.2◦

Based on the derived radar measurement error model, the GLS algorithm, KF algo-
rithm, SSA, and ISSA are used to estimate the radar systematic error, and the convergence
results of 200 observation points are taken. Table 2 shows the RMSE and the average
calculation time of 100 Monte Carlo simulations, conducted using four algorithms under
the same conditions. Among them, the RMSE is calculated using Equation (32). M is the
number of simulations. The average time is the time taken to estimate the radar systematic
error under the software and hardware conditions of the current PC.

RMSE(∆r̂) =

√
1
M

M
∑

i=1
(∆r̂− ∆r)2

RMSE(∆θ̂) =

√
1
M

M
∑

i=1
(∆θ̂ − ∆θ)

2

RMSE(∆η̂) =

√
1
M

M
∑

i=1
(∆η̂ − ∆η)2

RMSE(∆t̂) =

√
1
M

M
∑

i=1
(∆t̂− ∆t)2

(32)

Table 2. Performance comparison of different algorithms.

Evaluation Index
Error Estimation Algorithm

KF GLS SSA ISSA

∆r̂ (m) RMSE 204.49 198.62 148.11 77.44
∆θ̂ (◦) RMSE 0.0364 0.0352 0.0216 0.0075
∆η̂ (◦) RMSE 0.0463 0.0450 0.0243 0.0098
∆t̂ (s) RMSE 0.9195 0.8973 0.4844 0.4667

Average time consuming(s) 0.0072 0.0111 0.8206 0.4687

It can be seen from Table 2 that the ISSA is the most accurate estimation of the system-
atic error, followed by the SSA, while the KF and GLS algorithms have close estimation
results and poor effects. When compared with the KF algorithm, GLS algorithm, and SSA,
the ISSA has improved the accuracy of the range systematic error estimation by 62%, 61%,
and 48%. In the accuracy of the azimuth systematic error estimation, the ISSA improves
by 79%, 79%, and 65%, respectively. In terms of the accuracy of the elevation systematic
error estimation, the ISSA has improved by 79%, 78%, and 60%. When compared with the
other three algorithms, the ISSA improves the accuracy of the GNSS communication delay
estimation by 49%, 48%, and 4%. It can be seen that the ISSA and SSA are more accurate
than the KF and GLS algorithms in estimating the systematic error, mainly because the
former does not need to linearize the nonlinear equations to avoid the loss of accuracy
in the process. However, high computational complexity and long computational time
are common problems of group optimization algorithms. The solving time of the ISSA is
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nearly half of that of the SSA, which indicates that the research in this paper reduces the
computational complexity of the SSA, accelerates the algorithm convergence, and improves
the real-time performance by integrating multiple strategies.

Figure 4 shows the estimation effect of four algorithms on the radar systematic error
when different measurement points are taken, showing the convergence of the algorithms.
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As can be seen from Figure 4, with the increase in measurement points, the accuracy
of the systematic error estimation is gradually improved. Under the simulation conditions
in this paper, the ISSA can use about 40 measurement points of the reference source target
movement to converge the radar systematic error estimate to the true value, while the other
three algorithms need more measurement values, which indicates the good convergence
and solution accuracy of the ISSA. In addition, it can be seen from Figure 4a that the
solution results of the SSA fluctuate greatly, which is most likely the result of the local
optimal stagnation of the solution. In comparison, the fluctuation of the ISSA is small,
indicating that the algorithm has a strong ability to jump out of the local optimal and that
the solution results are more stable.

The estimated value of the systematic error was used to correct the radar observation
results, and the target track comparison before and after correction was shown in Figure 5.
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Figure 5. Target real track and radar measurement comparisons before and after calibration.

Obviously, the corrected radar measurement track is closer to the real track, but,
due to the existence of measurement noise, there is still a certain difference between the
radar observation track and the real track, which can be reduced through subsequent data
processing (filtering, etc.).

Figure 6 compares the radar observation errors before and after correction in the
xyz triaxial direction. Here, 200 radar measurement values are taken along the triaxial
direction, and the RMSE before and after correction is calculated as follows: the x-axis
direction decreases from 1037.1 m before correction to 172.2 m after correction. The y-
axis direction decreased from 1044.4 m before correction to 235.2 m; the z-axis direction
decreased from 995.1 m to 222.5 m. It can be further calculated that the measurement
accuracy of the corrected radar along the xyz axis is improved by 83%, 77%, and 78%,
respectively. The above results show that the proposed method can significantly reduce the
influence of systematic errors on the track of the target observed by the radar, and verify
the effectiveness of the proposed method. Figure 6a shows that there is still a small amount
of systematic error in the x-axis direction, which is because the algorithm’s estimation of
the GNSS communication delay is not accurate enough. In addition, it can be seen from
Figure 6b,c that, with the increase in measurement points, the error value fluctuates greatly,
which is caused by the presence of azimuth measurement noise and elevation measurement
noise. It also indicates the necessity of regular systematic error corrections in the radar
system.
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5. Conclusions

In this paper, a radar systematic error correction method based on cooperative targets
is studied, and the measurement error model of the radar is established. In order to solve
the problem of low accuracy of the radar systematic error estimation, an improved sparrow
search algorithm is proposed to solve the systematic error, so as to avoid the accuracy loss
caused by the linearization of nonlinear equations. At the same time, a variety of strategies
are used to improve the sparrow search algorithm, which greatly improves the convergence
speed, real-time performance, and stability of the algorithm, while taking into account the
solving accuracy. The simulation results show that the method can significantly reduce the
influence of systematic error on the radar measurement, and the target track accuracy is
improved by 83%, 77%, and 78% in the triaxial directions, which verifies the effectiveness
of the proposed method.

The method proposed in this paper is based on the assumption that the detection
accuracy of different targets is consistent with that of the same radar system, but, in fact, the
radar system displays slightly different processing of detection echoes of different targets.
Some characteristics of targets (such as extremely strong radar cross-sectional area changes,
special scattering characteristics, etc.) often require unconventional processing through
the radar system, thus introducing additional errors, which then causes the radar to detect
different targets with inconsistent accuracy. In the future, this error should be analyzed to
improve the radar measurement error model, and a more universal error correction method
should be studied.
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