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Abstract: The direct grey model (DGM(2,1)) is considered for fluctuation characteristics of the
sampling data in Grey system theory. However, its applications are quite uncommon in the past
literature. The improvement of the precision of the DGM(2,1) is only presented in few previous
researches. Moreover, the evaluation of forecasted performance of the DGM(2,1) model and its
applications was not conducted in previous studies. As the results, this study aims to evaluate
forecasted performance of the DGM(2,1) and its three modified models, including the Markov direct
grey model MDGM(2,1), the Fourier direct grey model FDGM(2,1), and the Fourier Markov direct
grey model FMDGM(2,1) in order to determine the application of the DGM(2,1) model in practical
applications and academic research. The results demonstrate that the DGM(2,1) model has lower
precision than its modified models, while the forecasted precision of the FDGM(2,1) is better than that
of MDGM(2,1). Additionally, the FMDGM(2,1) model presents the best performance among all of the
modified models of DGM(2,1), which can effectively overcome the fluctuating of the data sample and
minimize the predicted error of the DGM(2,1) model. The finding indicated that the FMDGM(2,1)
model does not only have advantages with regard to the sample size requirement, but can also be
flexibly applied to the large fluctuation and random sequences with a high quality of estimation.

Keywords: DGM(2,1) model; Fourier series; Markov chain; MDGM(2,1); FDGM(2,1); FMDGM(2,1)
model

1. Introduction

The Grey prediction is an effective tool for understanding an uncertain environment with limited
information [1]. These models consists of the basic model GM(1,1), the GM(2,1), Verhulst and direct
grey model DGM(2,1), which are known as the common prediction models in Grey system theory [2].
However, some defects have been found in the performance of the grey forecasting model and can
still be improved [3]. Among these, the DGM(2,1) is considered when the sampling data occurs the
fluctuating phenomenon [4], but the accuracy of this model is not high and is difficult to apply directly
to the actual estimation [5]. As a result, there has been much attention paid in recent years to studies
on improving the precision of DGM(2,1). For example, Li [5] successfully utilized Lagrange’s mean
value theorem to optimize the existing DGM(2,1) model. Literature in [6] also proposed high accuracy
for the optimized DGM(2,1) model, which has the white exponential superposition. Moreover, along
with the enhancement of the performance of DGM(2,1), a new 2-order grey derivative expression
deduct based on the solution structure of white differential equation of DGM(2,1) was also introduced
by [7]. In the above discussions, the improved precision of DGM(2,1) mainly focused on modifying
the whitening differential equation or optimizing the parameter of the grey model.

On the other hand, in order to increase the accuracy of the forecasting model, some combinations of
forecasting approaches have been considered under special circumstances. Several integrated effective
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models have been introduced in recent research, including the novel dynamic grey model which
integrates GM(1,1); the exponential smoothing technique and the Fourier series [8]; the modified grey
Markov model [9]; and the grey fuzzy predictive model [10] or Genetic algorithms-based forecasting
model [11], etc. Empirical testing or simulation has proven that these combined models dramatically
improve the precision of GM(1,1). In addition, the Fourier Markov Grey forecasting model, or
FMGM(1,1), which has been integrated into the GM(1,1), the Fourier series, and the Markov chain,
is a combined grey model offering highly accurate predictions. This model has successfully forecast
the typhoon rainfall system, the steel price system [3] and the turning time of the stock market [12].
The findings from these studies confirmed that the FMGM(1,1) model accurately predicted in unstable
environments, with randomly fluctuating data, and limited data samples.

Although the combined models based on the GM(1,1) have been proposed in many previous
works, the literature on improving the precision of DGM(2,1) through integration with other
approaches is still limited in current studies. There are few combined DGM(2,1) forecasting models
that have been introduced in recent studies. For instance, the study of [13] combined the Taylor
approximation method and the DGM(2,1) model to predict the number of foreign students in Taiwan,
and the results proved that the combined model has a higher precision than the original DGM(2,1).
In the same manner as the FMGM(1,1) model, a combination of the DGM(2,1), the Fourier series and
the Markov chain has also been developed, and has been successfully applied to forecast trends in
Taiwan’s electronic paper industry [14]; the results indicated that the FMDGM(2,1) model gave a better
predicted precision than the FMGM(1,1) and the FM-Verhulst models. However, the evaluation of the
forecast performance of the single DGM(2,1) model and its modified models has not been conducted
in previous literature. Furthermore, its applications are quite uncommon in the past research. For this
reason, this work aims to evaluate the forecast performance of the DGM(2,1) model and its modified
models in order to determine the range of application of the DGM(2,1) models in practical applications
and academic research.

Some of the modified models of the direct grey model DGM(2,1) in this work are the Markov
direct grey model, or MDGM(2,1), the Fourier direct grey model, or FDGM(2,1), and the Fourier
Markov direct grey model, or FMDGM(2,1). The effectiveness of the proposed models will be tested
with the data of three case studies including the revenue of Thailand’s medical tourism industry,
the foreign direct investment (FDI) in Myanmar, and the total residential electricity consumption
in Chong Qing. The precision of the proposed models will be evaluated through some statistical
measurements. Then, the predicted accuracy of the modified models will be compared with that of the
original DGM(2,1) model to assess the forecast performance.

Following this introduction, the rest of this paper presents the mathematical functions of grey
forecasting model DGM(2,1) and its modified models. The empirical results and conclusions are
addressed in Sections 3 and 4.

2. Methodology

2.1. Direct Grey Forecasting Model

The DGM(2,1) model is a single sequence, second-order linear dynamic model and filled by
differential equations. The DGM(2,1) model is constructed by using the relationship between the
original sequence and its inverse accumulating sequence. The formula of DGM(2,1) is presented as
follows [1,4,15].

Step 1: Suppose an original series with n entries is as follows:

xp0q “
!

xp0qp1q, xp0qp2q, . . . , xp0qpkq, . . . xp0qpnq
)

(1)
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From the original series xp0q, a new series xp1q can be generated using a one-time accumulated
generating operation (1-AGO), which is

xp1q “
!

xp1qp1q, xp1qp2q, . . . , xp1qpnq
)

(2)

where xp1qpkq “
k
ř

i“1
xp0qpiq k “ 1, 2, . . . , n.

The new sequence xp1q is used to construct the whitenization equation of the DGM(2,1) model by
setting up a second-order differential equation directly.

d2xp1q

dt2 ` a
dxp1q

dt
“ b (3)

where a is the developing coefficient and b is the grey input coefficient. The coefficients a, b can be
calculated using the least-squares method as shown below:

Ĥ “ ra, bsT “ pBT Bq
´1

BTY (3.1)

where

B “

»

—

—

—

–

´xp0qp2q
´xp0qp3q
¨ ¨ ¨

´xp0qpnq

1
1
¨ ¨ ¨

1

fi

ffi

ffi

ffi

fl

(3.2)

Y “

»

—

—

—

–

xp0qp2q ´ xp0qp1q
xp0qp3q ´ xp0qp2q

¨ ¨ ¨

xp0qpnq ´ xp0qpn´ 1q

1
1
¨ ¨ ¨

1

fi

ffi

ffi

ffi

fl

(3.3)

According to Equation (3), the time response function can be given using

x̂p1qpk` 1q “

˜

b̂
â2 ´

xp0qp1q
â

¸

e´âk `
b̂
â
pk` 1q ` pxp0qp1q ´

b̂
â
q

1` â
â

(4)

where
$

&

%

x̂p0qp1q “ x̂p1qp1q

x̂p0q pk` 1q “ x̂p1q pk` 1q ´ x̂p1q pkq “ p
b
a2 ´

x̂p0qp1q
a

qp1´ eaqe´ak `
b
a

(4.1)

From Equation (4), the predicted sequences of the DGM(2,1) can be obtained through
the following:

x̂p0q “
!

x̂p0qp1q, x̂p0qp2q, x̂p0qp3q, . . . , x̂p0qpnq
)

(5)

2.2. Markov Direct Grey Model (the MDGM(2,1) Model)

The Markov chain is employed to find when random fluctuations occur in the sample data.
This algorithm uses transition matrices to divide the state and to calculate the probability, so the future
evolution of the conditional probability depends on the current state of the system, but not on its
history. For this reason, the Markov chain plays a remedial role in overcoming the limitation of the
grey model and has become an interesting component in improvements to the capability of the grey
forecasting model in recent works [9,14,16–18]. This literature indicates that the Markov chain has
significantly increased the accuracy of the grey forecasting model.

In this work, we first adopt predicted values of the DGM(2,1) model to conduct the Markov
state transition. Then, transition matrices states are determined for each time step depending on
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the distribution of DGM(2,1) predicted series, and each state is an interval whose width is a fixed
portion between the maximum and the minimum of the whole residual errors. The state partition is an
important step in the Markov chain, however, there is no standard rule to divide these state intervals
and, in general, the state partition is identified on the basis of the historical data and the research
subject [19]. With those states, the state transition between two adjacent time steps can be defined.
The transition probability from state i to state j after m step can be estimated using:

Ppmqij “
Mijpmq

Mi
pi, j “ 1, 2 . . . mq (6)

where Mijpmq is denoted by the number from state i to state m and Mi is the number of state i. Thus, the
m step of transition matrix is given as:

Rpmq “

»

—

—

—

—

–

ppmq11 ppmq12 . . . ppmq1j

ppmq21 ppmq21 . . . ppmq21
. . .

ppmqi1 ppmqi1 . . . ppmqij

fi

ffi

ffi

ffi

ffi

fl

(7)

Utilizing the Rpmq probability matrix to calculate the future transition state, the state probability
for the next step is defined by probability in π vectors, denoted as teiptq, i “ 1, 2, . . . πu at time step t.
Set the center of the π-state as twi, pi “ 1, 2, πqu. Then, the forecast values for the Markov modified
models are obtained as:

rxp0qpt` 1q “ rxp0qpt` 1q `
π
ÿ

i

eiptqwi (8)

where wi is the corresponding weigh for the state i.

2.3. Fourier Direct Grey Model (the FDGM(2,1) Model)

The Fourier correction approach is one of the residual correction approaches, and it is used to
transform the residual into frequency spectra and then select the low-frequency term [20]. In grey
prediction, the Fourier series is commonly used to increase the precision of grey models when the data
is fluctuating significantly [12].

Step 1: Where x is the actual series of n entries and x̂ is the predicted series obtained from the
DGM(2,1) model, the residual series named e is defined as follows:

e “ te p2q , e p3q , , . . . , e pkq , . . . , e pnqu (9)

where epkq “ xpkq ´ x̂pkq with pk “ 2, 3, . . . nq.
Step 2: Expressing the ep0qpkq into the Fourier series, the error residual ep0qpkq is rewritten

as follows:

ep0q pkq “
1
2

a0 `

M
ÿ

i“1

„

aicos
ˆ

2πi
n´ 1

k
˙

` bisin
ˆ

2πi
n´ 1

k
˙

(10)

where M “ rpn´ 1q {2´ 1s is called the minimum deployment frequency of the Fourier series and
there is only a select integer number [21].

Transfer the Fourier series as:
e “ AB (11)
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where

A “

»

—

—

—

—

—

—

—

—

–

1
2

cos
ˆ

2πˆ 1
n´ 1

ˆ 2
˙

sin
ˆ

2πˆ 1
n´ 1

ˆ 2
˙

¨ ¨ ¨

1
2

cos
ˆ

2πˆ 1
n´ 1

ˆ 3
˙

sin
ˆ

2πˆ 1
n´ 1

ˆ 3
˙

¨ ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

1
2

cos
ˆ

2πˆ 1
n´ 1

ˆ n
˙

sin
ˆ

2πˆ 1
n´ 1

ˆ n
˙

¨ ¨ ¨

cos
ˆ

2πˆ R
n´ 1

ˆ 2
˙

cos
ˆ

2πˆ R
n´ 1

ˆ 3
˙

¨ ¨ ¨

cos
ˆ

2πˆ R
n´ 1

ˆ n
˙

sin
ˆ

2πˆ R
n´ 1

ˆ 2
˙

sin
ˆ

2πˆ R
n´ 1

ˆ 3
˙

¨ ¨ ¨

sin
ˆ

2πˆ R
n´ 1

ˆ n
˙

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(12)

The parameters of B are obtained by using the ordinary least squares method (OLS), which results
in the following equation:

B “
´

AT A
¯´1

AT resT (13)

From the predicted series x̂ and ê, the Fourier modified series x̂ f is determined by:

x̂ f “
!

x̂ f p1q, x̂ f p2q, x̂ f p3q, . . . , x̂ f pnq
)

(14)

where

#

x̂ f p1q “ xp1q
x̂ f pkq “ x̂pkq ` êpkq pk “ 2, 3, . . . nq

.

2.4. Fourier Markov Direct Grey Model (the FMDGM(2,1) Model)

In order to develop the FMDGM(2,1), the residual of the DGM(2,1) predicted series is adopted.
The mathematical function of the proposed model is introduced as follows [3,12,14].

Step 1: Construct the FDGM(2,1) model.
From the original series xp0q in Equation (1), the predicted series x̂p0q of the DGM(2,1) model is

obtained in Equation (5), and then the residual series e is defined the Equation (11).
From Equations (10)–(13), the parameters of the Fourier series are calculated, and the predicted

series x̂ f of the FDGM(2,1), as presented in Equation (13).
Step 2: Build up the Markov state transition matrix.
Based on the distribution of the predicted series FDGM(2,1) x̂ f , and according to the Markov

chain theory, states of stochastic process can be divided. Where Ŷf mpkq is the Markov chain, the values
of Ŷf mpkq are distributed in the region of x̂ f . This uses the same process of constructing the MDGM(2,1)
model as in Section 2.2. The transition probability and each state of Ŷf mpkq can be calculated using the
formula of the Equations (6) and (7).

Step 3: Obtain predicted values of the FMDGM(2,1) model.
After determining the transition state and its probability by the Equations (6) and (7), we can

utilize the R(m) probability matrix to calculate the future transition state of a system. The state
probability for the next step is defined by probability in π vectors, denoted as triptq, i “ 1, 2, . . . πu at
time step t. Set the center of the π-state as twi, pi “ 1, 2, rqu. Then, the forecast values for the modified
FMDGM(2,1) model are obtained as:

x̂p0qf mpt` 1q “ x̂p0qf pt` 1q `
π
ÿ

i

riptqwi (15)

where ri is the corresponding weight for the state i.

2.5. Error Checking

In this work, some statistical measurements, including relative percentage error (RPE), root mean
squared error (RMSE), mean of average percentage error (MAPE) and precision rate (p), were applied
to measure the performance of the proposed models. The formula of these measurements is introduced
as follows:
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RPE reflects the difference between the actual value and the predicted value. It measures the size
of error as a percentage of the actual value. The formula of RPE is expressed as follows [22]:

RPE “

ˇ

ˇ

ˇ
xp0qpkq ´ x̂p0qpkq

ˇ

ˇ

ˇ

xp0qpkq
ˆ 100% (16)

RMSE is part of a standard for evaluating forecasting accuracy that presents the sample standard
deviation of the differences between actual values and predicted values. RMSE is calculated using the
following equation:

RMSE “

g

f

f

f

e

n
ř

i“1

´

xp0qpkq ´ x̂p0qpkq
¯2

n
(17)

MAPE is an accuracy measurement which is popularly applied in forecasting. MAPE denotes the
average relative size of the predicted error [1]. MAPE is defined as follows:

MAPE “

˜

1
n

n
ÿ

k“1

xp0qpkq ´ x̂p0qpkq
x̂p0qpkq

¸

ˆ 100% (18)

When MAPE is close to 0, the forecasting model is highly accurate and has provided good
performance, and vice versa.

Besides this, in accordance with the value of MAPE, the precision rate of forecasting model can be
classified into four levels: excellent, good, qualified and unqualified [23].

Precision rate (p), which measures the level of the closeness of the statement of forecast quantity
and the actual value. p, is defined as follows:

p “ 1´MAPE (19)

On the other hand, the developing coefficient a of the grey model is also used as a criterion to
judge the forecasting capability of the grey model. The evaluative standard is described in Table 1 [24].

Table 1. Forecasting capability of the grey model.

Range of Developing Coefficient a Forecasting Capability

1 ´a ď 0.3 The model can be used for medium and long-term forecasting
2 0.3 < ´a ď 0.5 The model is suitable for short-term forecasting
3 0.5 < ´a ď 0.8 The model is carefully employed in short-term forecasting
4 0.8 < ´a ď 1 The model should be modified with residual
5 ´a > 1 The model is not suitable for forecasting

3. Experimental Results and Discussion

In this work, three case studies were utilized to validate the prediction accuracy and forecasting
capability of the DGM(2,1) model and its modified models. First, data from each sample was used
to establish the DGM(2,1) models as Equations (1)–(5). After this, the Fourier correcting approach
and the Markov chain were employed to construct the modified models, including the MDGM(2,1),
the FDGM(2,1) and the FMDGM(2,1), based on the predicted series of the DGM(2,1) model, as
Equations (6)–(15). Then, the predicted series of the proposed models were used to determine the
actual residual. Some evaluation standards as shown in Equations (16)–(19) were considered to test
the accuracy of the proposed models. In addition, the developing coefficient, a, of the DGM(2,1) model
was also used to assess the forecasting capability of the proposed models.

The empirical analysis of three samples is presented as follows.
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3.1. Practical Sample 1: Forecasting the Revenue of Thailand’s Medical Tourism Industry

The rapid development of the internet, low-cost outboard travelling, the globalization of health
care services and the increase in private health care demand are the result of the booming of medical
tourism industry around the world, especially in Asia. Over the last decades, promotional campaigns
aimed at developing medical tourism as a major industry has been launched in Southeast Asian
countries. With the encouragement of government and the efforts of policy-makers, and based on the
competitive advantages of low-cost treatments, advanced technologies in medical specialties, flexible
treatment procedures, less-stringent government regulations and effective marketing strategies, some
countries such as Thailand, Singapore, Malaysia, India, Korea and Taiwan have successfully gained
a remarkable position in global outbound medical services. Among these, Thailand, Singapore and
India play a driving role in Asia with approximately 90% of Asia’s medical tourism markets, followed
by Malaysia, Korea and Taiwan [25]. Compared with other providers in Asia, Thailand’s medical
tourism industry has the highest annual growth rate with more than a million medical tourists per year.
Recently, this nation has become a leading destination in the field of cosmetic surgery and sex change
operations; therefore, understanding the trends in Thailand’s medical tourism industry is important
in evaluating the development of this industry in Asia. For this reason, in this work, forecasting the
revenue in Thailand’s medical tourism industry is used as a sample to test the effectiveness of the
DGM(2,1) model and its modified models. To conduct this task, the annual data for the revenue in the
period from 2005 to 2013 is used to construct the forecasting model. The empirical results are shown in
Table 2 and Figure 1.

As shown in Table 2, the RMSE value of the DGM(2,1) model is 835.22, while that of the modified
models of the MDGM(2,1), FDGM(2,1) and FMDGM(2,1) are 555.27, 169.92 and 196.09, respectively.
Compared with the DGM(2,1) model, the RMSE values obtained from MDGM(2,1), FDGM(2,1) and
FMDGM(2,1) are smaller. Furthermore, the MAPE values of the DGM(2,1), MDGM(2,1), FDGM(2,1)
and FMDGM(2,1) models are 23.8%, 21.53%, 12.48% and 10.41% respectively. The value of MAPE also
reveals that the value of MAPE of the DGM(2,1) model is largest in all of the considered models.

From the obtained results using RMSE and MAPE, the precision rate of each model is calculated.
According to these results, the precision of the DGM(2,1), MDGM(2,1) and FDGM(2,1) has not yet
significantly improved to a reliable forecasting level with the data for Thailand’s medical tourism.
However, the forecasting accuracy of the FMDGM(2,1) reached nearly 90%. According to the notation
of [23], this value revealed that the FMDGM(2,1) model obtained a good forecast performance
compared with other proposed models.

Table 2. Forecasting results for the revenues of Thailand’s medical tourism industry.

Year Actual Values *
Relative Percentage Error (%)

DGM(2,1) MDGM(2,1) FDGM(2,1) FMDGM(2,1)

2005 754 0 0 0 0
2006 867 7.63 9.55 19.60 0.04
2007 978 6.48 8.74 17.38 34.72
2008 1014 5.08 19.76 16.76 0.03
2009 938 34.93 33.33 18.12 36.20
2010 1200 27.58 31.66 14.16 0.02
2011 3200 41.15 25.99 5.31 3.54
2012 3700 36.48 23.37 4.59 6.12
2013 4310 31.10 19.84 3.94 2.63

RMSE 835.22 555.27 169.92 196.09

MAPE (%) 23.80 21.53 12.48 10.41

Precision rate (%) 76.20 78.47 87.52 89.59

Forecasting grade Unqualified Unqualified Qualified Good

* Data from Ministry of Public Health, Thailand, KasiKon Research Center (USD million).
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Figure 1. Comparison of the forecasting capability of different DGM(2,1) models for Thailand’s medical
tourism revenue.

3.2. Practical Sample 2: Forecasting Inbound FDI in Myanmar

After implementing an open-door policy, Myanmar has become an attractive destination for
foreign direct investment (FDI) in recent years. The trend of the development of Myanma’s FDI
is interesting in academic research and business analysis. However, due to the unstable political
situation in this nation, foreign investment is a high-risk business. Currently, Myanmar’s statistical
data is not fully significant and has a fluctuating characteristic. For these reasons, forecasting the
trends in Myanmar’s FDI is difficult using traditional forecasting techniques. Thus, this study aims to
challenge the predictive capability of the DGM(2,1) and its modified models, and the available data for
Myanmar’s inbound FDI between 2007 and 2013 has been used to conduct performance testing of the
proposed models. Empirical results are shown in Table 3 and Figure 2.

Table 3. Forecasting results for Myanmar’s inbound FDI.

Year Actual Values *
Relative Percentage Error (%)

DGM(2,1) MDGM(2,1) FDGM(2,1) FMDGM(2,1)

2007 710 0 0 0 0
2008 863 8.92 1.62 12.33 10.53
2009 973 1.60 35.98 10.93 12.53
2010 1285 9.56 18.89 8.28 7.07
2011 2200 36.06 19.43 4.84 5.54
2012 2246 24.27 8.08 4.74 4.05
2013 2621 21.89 7.93 4.06 4.65

RMSE 461.8 271.08 105.9 107.9

MAPE (%) 17.05 15.32 7.53 7.4

Precision rate (%) 82.95 84.68 92.47 92.6

Forecasting grade Unqualified Unqualified Good Good

* Inbound foreign direct investment in Myanmar (USD million). Data taken from the website of the United
Nations Conference on Trade and Development (UNCTAD).
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From the chart in Figure 2, it seems that the data for Myanmar’s inbound FDI occurs with
rapid fluctuation and the predicted curve of the DGM(2,1) does not fit with the line of actual values.
The RMSE and MAPE values are described in Table 3. According to this, the RMSE values of the
DGM(2,1), MDGM(2,1), FDGM(2,1), and FMDGM(2,1) models are 461.8, 271.08, 105.9 and 107.1,
respectively. This means that the difference between predicted values and observed values of the
DGM(2,1) is larger than that of MDGM(2,1), FDGM(2,1) and FMDGM(2,1). Additionally, the MAPE
index of DGM(2,1) is 17.05% while that of MDGM(2,1), FDGM(2,1) and FMDGM(2,1) are 15.32%, 7.53%
and 7.40%, respectively. It is claimed that the MAPE index of DGM(2,1) is the highest in four models.
For this reason, it can be concluded that the DGM(2,1) has lower accuracy than the rest of the three
modified models.

As shown in Table 3, the precision rate of the DGM(2,1) and MDGM(2,1) models does not reach the
qualified level, which is 82.95% and 84.68%, respectively. However, the FDGM(2,1) and FMDGM(2,1)
obtained a good level of forecasting, which were 92.47% and 92.6%, respectively.

3.3. Practical Sample 3: Forecasting the Residential Electricity Consumption in Chong Qing

In this practical sample, the total residential electricity consumption in Chong Qing is employed
to construct proposed models. The evaluation of model performance is processed in the same manner
as two previous samples. The sample data from 2000 to 2009 is adopted from [26].

Table 4 and Figure 3 presented the obtained results from practical sample 3. The value of RMSE
and MAPE clearly indicated that the DGM(2,1) model turned out 11.18% for RMSE and 11.44% for
MAPE . It has larger RMSE and MAPE values than the MDGM(2,1) (8.31% and 9.84%), the FDGM(2,1)
(3.45% and 4.27%), and the FMDGM(2,1) (2.36% and 3.25%). The precision rate of DGM(2,1) (88.56%)
is low compared with the MDGM(2,1) (90.16%), FDGM(2,1) (95.72%) and the FMDGM(2,1) (96.75%)
models. Consequently, the accuracy of the DGM(2,1) model is the lowest. Furthermore, with the
obtained results from the data of the total residential electricity consumption in Chong Qing, we
can conclude that, in all of the modified of DGM(2,1) models, the FMDGM(2,1) model has a strong
forecasting performance.
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Table 4. Forecasting results for the residential electricity consumption in Chong Qing.

Year Actual Values *
Relative Percentage Error (%)

DGM(2,1) MDGM(2,1) FDGM(2,1) FMDGM(2,1)

2000 47.91 0 0 0 0
2001 51.02 4.96 5.13812 11.17 3.57
2002 53.12 6.19 3.50478 5.78 1.94
2003 48.44 6.31 16.9566 0.13 4.06
2004 53.56 0.04 9.67076 0.72 6.50
2005 60.9 7.73 0.72557 3.71 2.65
2006 76.47 22.27 15.5378 6.23 3.57
2007 74.99 15.34 8.47032 5.21 0.04
2008 84.99 19.36 13.2951 0.42 4.13
2009 94.41 20.73 15.2702 4.99 2.83

RMSE 11.18 8.31 3.45 2.36

MAPE (%) 11.44 9.84 4.27 3.25

Precision rate (%) 88.56 90.16 95.72 96.75

Forecasting grade Qualified Qualified Good Good

* Total residential electricity consumption (108 kWh). Data adopted from Hossain et al. [26].
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Figure 3. Comparison of the forecasting capability of different DGM(2,1) models for residential
electricity consumption.

As noted in the introduction in Section 2.3, besides some statistical measurements, the developing
coefficient, a, of grey models is also used as an evaluative standard to judge the forecasting capability of
the proposed models. The coefficient, a, of the DGM(2,1) model for the three practical samples has been
calculated and presented in Table 5. The a value of the three practical samples is 0.18369, ´0.1775 and
´0.221, respectively. According to the standard in Table 1, the a values of the three practice samples
are placed in the first range of Table 1. This means that the DGM(2,1) model can be considered for
middle and long-term forecasting [24].
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Table 5. Coefficient a and b of DGM(2,1) in three practical samples.

Coefficients Sample 1 Sample 2 Sample 3

a ´0.2825 ´0.1775 ´0.221
b ´127.851 17.041 ´9.525

To sum up the above analyses, based on the obtained results from the data of three practical
samples, we can recognize that the accuracy of the original DGM(2,1) model is significantly low
compared to the MDGM(2,1), FDGM(2,1) and FMDGM(2,1) models. The precision rate of the DGM(2,1)
falls from 82.95% to 88.56%. With this value, the forecast performance of the DGM(2,1) has not
yet reached a good forecasting level [23] and needs to be enhanced when directly applied to real
circumstances. However, for the modified models, after correcting the residual series by utilizing
the Fourier series and the Markov chain, the forecast errors of the DGM(2,1) were clearly reduced.
The RMSE and MAPE values of the MDGM(2,1),FDGM(2,1) and FMDGM(2,1) models are obviously
smaller than that of original DGM(2,1) model. Therefore, the accuracy of the modified models is
also increased compared with the original DGM(2,1) model. Referring the forecasting level of [23],
the performances of the FDGM(2,1) and FMDGM(2,1) are classified placed at good and excellent
forecasting levels, in which the precision rate falls from 92.47% to 98.46%. Although the modified
FDGM(2,1) and FMDGM(2,1) have a higher accuracy than the original DGM(2,1), some accuracy
measurements showed that the performance of the FDGM(2,1) and FMDGM(2,1) seem to be equal.
It is difficult to confirm what is the best model. Despite this, the role of the Fourier correction approach
is to increase the predictive capability of the considered input data set, and does not change the
characteristic of grey prediction model [12]. For this reason, we can conclude that the FMDGM(2,1) is
the most accurate model among all of the proposed models in this study.

4. Conclusions

The DGM(2,1) model is a type of grey model and is used for fluctuating and random sequences
of data samples. Although the DGM(2,1) is capable of addressing some of the constrains of the
traditional grey model, it still resulted in a worse performance. This study aimed to evaluate the
forecasting performance of original DGM(2,1), and its modified models consisting of the MDGM(2,1),
FDGM(2,1), and FMDGM(2,1) based on empirical analysis with data from three practical samples.
The precision of the modified models was also compared with the original DGM(2,1). The results
indicated that a combination of the Fourier series and the Markov chain in the modified models
significantly improved the forecasting precision compared with the original DGM(2,1). The DGM(2,1)
model had lower precision than the modified models, while the FDGM(2,1) had significantly better
forecast precision than the MDGM(2,1). Furthermore, the results also showed that the FMDGM(2,1)
had the best forecasting performance among all of the modified models and can be used for middle- and
long-term forecasting.

For this finding, the modified model FMDGM(2,1) not only has advantages with regard to the
sample size requirement, but can also be flexibly applied to large fluctuations and random sequences
with a high quality of estimation. In future studies, the accuracy of grey forecasting model is expected
to improve by combining other approaches.
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