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Abstract:



As a key concern in a power system, a deteriorated insulation is likely to bring about a partial discharge phenomenon and hence degrades the power supply quality. Thus, a partial discharge test has been turned into an approach of significance to protect a power system from an unexpected malfunction. An improved Hilbert–Huang Transformation (HHT) is proposed in this work as an effective way to address the issues of an optimal shifting number and illusive components, both suffered in a conventional HHT approach, and is then applied to a defect mode recognition for a partial discharge signal analysis in the case of a cross-linked polyethylene insulated power cable. As the first step, the partial discharge signal detected is converted through the proposed improved HHT to a time-frequency-energy 3D spectrum. Then as the second step, the fractal features contained therein are extracted by way of a fractal theory, and in the end the defect modes are recognized as intended by use of an extension method.
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1. Introduction


As technology development progresses and improved living standards are promoted, there is a corresponding and growing demand for power quality in human society. As an essential facility in all sections of industries, a power system influences economic growth or human’s daily life, from something as little as a power outage, to something far more serious, such as severe damage to power generation and transmission equipment, or even an entire power network shut down, which would be a tremendous thread to the power system [1,2]. For the sake of maintaining a quality power system, the performance as well as the reliabilities of a power transmission line and high low voltage equipments is a critical issue. A power system is mainly made up of conductors, ferrite materials and insulators, namely the key component for a well maintained power system, simply for the reason that a deteriorated insulator is commonly seen in an overloaded or aged facility. In addition, human errors or construction not following a standard operating procedure are also found as further cause for a damage to an insulator. Statistics show that a large number of accidents in the course of power system operation are attributed to aged or malfunctioned insulators [3,4].



According to the literature [5,6], the different types of partial discharge (PD) sources can generate different discharge patterns. The discharge pattern is represented by a set of characteristic features, which can be extracted from a PD signal. In the early days, a partial discharge signal was recognized by seasoned specialists according to the features revealed on an elliptical trajectory. However, as a consequence of a long term technology progress made over years, commercial instruments have been made to accurately sense partial discharge signals [7,8,9] emanating from an insulation facility, analyze the dielectric punch through process, provide a maintenance message and prevent catastrophe. Yet, such commercial instruments, valued as high as a million dollars, preprocess field detected signals in their front end circuits, and as a results, part of the intrinsic physical meaning contained is lost. For this reason, a detected signal is transformed into a time–frequency–energy 3D spectrum through the improved Hilbert–Huang Transformation (HHT), combined with a fractal theory to extract fractal features embedded. Finally, an extension method is adopted so as to identify defect modes out of a partial discharge signal.



Subject to the defect types of an insulator, a partial discharge process is a highly complicated phenomenon, that is, distinct defect models bring about distinct discharge spectrums as expected. In a bid to accurately recognize insulation conditions of a power cable, a data base is built for diagnosis purposes by successively measuring partial discharge signals from a sequence of defect models. This work aims to analyze a detected discharge signal through the Hilbert–Huang transform, an approach with a high resolution to a nonlinear as well as non-stationary signal. Yet, there exist two inherent problems, degrading the accuracy in signal analysis and hence a barrier to an automatic defect mode identification. The first problem is lacking a decision criterion to precisely specify the optimal shifting number. In the case of an excessive shifting number, the intrinsic physical meaning carried in extracted intrinsic mode function (IMFs) will be unintentionally removed, that is, any instant frequency cannot be viewed out of all the IMFs accordingly. The second is that illusive components may be seen in the course of empirical mode decomposition (EMD) process as a result of the use of the extrema interpolation, i.e., a cause for a mode confusion problem.



For this sake, combined with a K-S test and an energy ratio sorting, an improved HHT, abbreviated as IHHT hereafter, is proposed as an effective approach to specify the optimal shifting number and as a decision criterion in the identification of illusive components. With the optimal shifting number, each IMF is purified, then illusive components are filtered out according to the decision criterion, and in the end, the accuracy of the Hilbert spectrum is thus improved. For the reason that feature extraction cannot be performed with little effort out of a Hilbert spectrum, the automatic identification of partial discharge defect modes is performed on a time–frequency–energy 3D spectrum, a spectrum converted from the Hilbert spectrum. Consequently, four features, namely fractal dimension, mean energy and mean discharged energy, are extracted as a prerequisite of the identification task. As put forward in a prior work of ours [10,11], various defect modes make various contribution to the discharge duration, the discharge frequency and the discharged energy. Even though types of malfunctions can be identified in an effective manner by making good use of the features, i.e., fractal dimension, and mean energy, there is still room left for further improvement. Defined exclusively in IHHT as the average of the total energy distributed over the entire Hilbert spectrum, the average energy is adopted as a way to elevate the identification ratio, due to the fact that distinct defect mode demonstrates distinct amount of energy on the Hilbert spectrum.




2. Hilbert–Huang Transform


2.1. Empirical Mode Decomposition


EMD is an approach in which a complicated signal can be expressed as the sum of n number of intrinsic mode functions (IMF). Identifying the features contained in respective IMFs in an effective manner, EMD demonstrates a high adaptivity in the aspect of nonlinear as well as non-stationary signal analyses [12].



It is postulated in an EMD analysis that an arbitrary signal x(t) can be written as the sum of a number of IMFs, each reflecting the physical meaning over respective spectral band. A typical IMF must satisfy two of the underlying conditions. The first condition is that there exist the same number of extremums as zero crossing points, or a maximum difference of unity between such two numbers, while the second is that the upper and the lower envelopes, covering all the local maximum and minimum points, respectively, and exhibit a zero mean.



An EMD decomposition is made through the following steps. As the first step, all the local extremum points must be located, then concatenated via cubic splines so as to form the upper and the lower envelopes respectively [13,14]. The mean m10 between such two envelopes is evaluated as


[image: ]



(1)







In case h10 does satisfy the IMF definition, h10 is treated as the first IMF. If not, the above step is iterated with h10 as the initial value until the maximum shifting number k is reached or the IMF definition is satisfied.
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(2)







Empirically, it is very unlikely to make h1k satisfy the IMF definition in the course of decomposition, meaning that it takes the maximum number, k, of iterations to terminate the decomposition process. Consequently, a critical issue of the precise determination of the optimal shifting number in each IMF is detailed as follows.



Subsequently, letting c1=h1k, c1 is extracted out of x(t), and r1, the updated signal, is given as
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(3)







Performing n times of the above iterations leads to n IMFs, presented as
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(4)







Such iteration terminates in the event that no more IMF can be found for a monotonic function rn. Derived from (3) and (4), the EMD decomposition is represented as
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(5)








2.2. Hilbert Spectrum


Based on the local characteristic timescale of the signal, EMD decomposes a signal into n IMFs as intended, such that an instant frequency reflects certain type of physical meaning. Taking the Hilbert transform of (5), ci(t) is transformed into [14]
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Construct an analytical signal
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And then an amplitude function is given as
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An instantaneous phase function is as
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(9)







The instantaneous frequency is represented as
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(10)







And the Hilbert spectrum is denoted as
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Without taking the residual rn into account, and with RP standing for the real part of a complex operand. A superior adaptivity is seen for a partial discharge analysis made by HHT due to the nature of a nonlinear as well as non-stationary signal. As referred to previously, intrinsic physical meaning is revealed respectively by instant frequencies such that a deteriorated insulation can be detected in early stage.





3. Improved HHT


In an attempt to definitely specify the optimal shifting number and rid illusive components, an improved version of HTT is proposed as follows.



3.1. Kolmogorov-Smirnov Test


A Kolmogorov-Smirnov (K-S) test is conducted as a way to view the difference of probability distributions between two distinct sets of data. Assuming y(n) = {y1, y2, y3, … , yn}, a cumulative distribution function (CDF) is defined as [15,16]
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(12)




where n(i) denotes the number of samples, less than y(n), permuted into ascending order. Symbolizing the cumulative distribution function (CDFs) of two signals as Fn(x) and F0(x) respectively, the maximum deviation D is given as
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(13)







Furthermore, the similarity probability P between two tested signals is evaluated as
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where
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(15)
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A near zero λ implies a near unity K(λ), while a λ approaching ∞ indicates a K(λ) close to zero. Thus, a similarity probability close to unity represents a high similarity between signals, but a nearly zero similarity probability denotes a considerable distinction between CDFs. The fundamental criterion in a K-S test is improved in such a way that the optimal shifting number can be definitely specified and all the illusive components are removed, as will be portrayed in the following sections.




3.2. Signal–Energy Ratio Method


For the purpose of an accurate decomposition of a practical discharge signal in HTT, there is an optimal shifting number required to preserve the intrinsic physical meaning. Treated as the fundamentals of the decision criterion, the signal power ratio between IMFs is defined as
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(17)




where n represents the number of IMFs, t the time instant of signal, and x(t) an original signal. The clear advantage gained over a conventional K-S test is that a relatively high precision is seen in respects of frequency, distribution and energy, and a relatively high similarity is demonstrated as a consequence of a short duration of the partial discharge signal. The optimal shifting number is found by means of a K-S test and pn sorting to locate the true components according to the consistency between the sorting between the probability distributions and energy ratios. Thus, the EMD decomposition is indeed an approach not merely able to allocate respective spectral bands to corresponding IMFs, but also, able to well preserve all the intrinsic physical meanings.




3.3. Optimal Shifting Number


As illustrated in Figure 1, the decision criterion of the optimal shifting number is made by a comparison test whether the K-S test result matches the sorting by the signal energy ratio. The filtration of a trend curve, i.e., the removal of non electric noise, is made as an effective prerequisite to promote the accuracy of an HTT analysis.


Figure 1. Flowchart for the determination of an optimal shifting number.
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3.4. Judgment of Illusive Component


As a consequence of both the upper and lower envelopes identified by means of extrema interpolation, illusive components are seen in IMFs in the course of an EMD decomposition. It is hence postulated that the HTT accuracy can be upgraded in case all the illusive components can be identified and filtered out in an effective manner. Underlain by a K-S test, an iterative decision criterion is proposed in this work to address the threshold value problem as put forward by the authors of [17]. Subsequent to the EMD decomposition, n number of IMFs are gained and respective similarity probabilities, evaluated by the K-S test, sorted in a descending order, are added up in sequence. In the case of true IMF components, a cumulative similarity probability between the added up and the original signals is seen toward unity. If this is not the case, a decreasing trend of the similarity probability is deemed as the case of illusive components. This decision criterion is made to identify each IMF as either an illusive or a true component, that is, each IMF, not containing the intrinsic physical meaning of a partial discharge signal, is treated as an illusive component, and vice versa. Demonstrated in Figure 2 is a criterion flow chart of the illusive component decision.


Figure 2. Judgment criterion of illusive components for a cumulative test.
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As illustrated in Figure 3, the trend curve embedded in a partial discharge signal detected on site is requested to be filtered out as the first step of EMD process in an attempt to upgrade the accuracy of HTT analysis. The resultant signal is then treated as an updated signal for the second run of the EMD process in determination of the optimal shifting number. The last step is the removal of illusive components.


Figure 3. Analysis flow of improved Hilbert–Huang Transformation (HHT).



[image: Applsci 07 01021 g003]








4. PD Recognition System


Numerous underground cables exist for the power distribution level in urban areas. Defects in cable may cause PD phenomena and infect power supply reliability. Therefore, this study establishes four defect types of cable joints frequently encountered in the on-site construction phase. The proposed inspection method should be able to determine the insulation quality of a cable joint, and can be used by the construction unit to verify the quality of the cable joint and provide training materials for construction taskforces. Ideally, this approach can help prevent similar construction defects in the future.



4.1. Experiment Model


Statistics in the literature indicate that a high proportion of the cross-linked polyethylene (XLPE) power cable breakdowns occur in cable joints [18,19]. The experimental objects in this study were 25 kV XLPE power cable joints. Figure 4 shows the possible defect models that may be caused by humans during power cable joint construction. This study simulates an insulation defect caused by a knife when the worker peeled the insulation shield. The defect depth is 2 mm and length is 20 mm in insulation, defined as XLPE insulation with a knife defect (Type I). In our experiment, the normal length of the insulation shield to the conductor terminal should be cut to 139 mm, with ±10% being an acceptable range. We simulated that worker cut to 167 mm, which is 20% more than the normal length, and was defined as the insulation shield being too short (Type II). Another simulated insulation shield cut only 111 mm, which is 20% less than the normal length, and was defined as the insulation shield being too long (Type III). A healthy power cable joint (Type IV). Defect in cable terminal connector (Type V). Finally, a healthy terminal connector (Type VI).


Figure 4. Experimental defect models in XLPE power cable.
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4.2. Measurement Environment


Figure 5 shows a block diagram of the PD experiment in the laboratory. Construction of the PD experiment laboratory included a notebook (NB), high voltage control panel, an isolation transformer, a step-up transformer, test objects (power cable), a data acquisition (DAQ) card and a high-frequency inductive sensor (L sensor) to measure the electrical signal caused by the PD phenomenon in power cable. This experiment used the positive edge trigger function of the DAQ card to acquire the output voltage of the isolation transformer as the trigger signal. The electrical signals recorded by the L sensor were all synchronized in each experimental model.


Figure 5. Block diagram of partial discharge (PD) measurement experiment.
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In the voltage step-up procedure of the PD experiment, a 25 kV cable should have 14.4 kV(U0) rated phase to ground voltage. However, according to IEC 60502-2 for a power cable from 6 kV to up to 30 kV, the test after installation voltage should be 1.7 U0 for 5 min [20]. Because the voltage must exceed the partial discharge inception voltage to excite the PD phenomenon, the testing voltage should be 1.7 × 14.4 kV = 24.5 kV. Thus, 25 kV was selected as the test voltage. The high voltage generator generated a rising voltage from 0 V to 25 kV. The inductive (L) sensor then measured the power cable joint and recorded the signals after 1 min. During the experimental process, the sampling rate was set at 20 M/s to acquire one power cycle (60 Hz) acoustic signal. All measured signals determined through the preamplifier and analog data were converted to digital data for storage in a computer. In the general practice of PD tests, a longer period of measurement is advantageous in PD identification. Because the experimental model of this study was established based on the common defect patterns of cable joints and the measurements were conducted in a shielded environment of a laboratory, clear PD signals could be measured for each single cycle. Therefore, only one cycle was taken for signal processing in this study. A longer sampling time should be taken for signal processing in practical PD measurement in the future.




4.3. Feature Extraction


Researchers have successfully used fractal theory to address the problem of modeling and describe complex shapes. This technique has potential for the classification of textures and objects present in images and natural scenes, and for modeling complex physical processes [21]. This study extracts the feature parameters of the fractal features from the 3D Hilbert energy spectrum. Fractal features, fractal dimension, and lacunarity were extracted to highlight the more detailed characteristics of raw 3D patterns.



4.3.1. Fractal Dimension


The definition of fractal dimension by self-similarity is straightforward, where self-similar means they are the same from near as from far, it is often difficult to be either estimated or computed for a given image data. However, a relevant measure of fractal dimension, the box dimension, can be more efficiently computed instead. In this work, suggested by Voss, the method has been followed for the computation of fractal dimension D from the image data. Define p(m,L) as the probability that there are m points within a box of size L, i.e., a cube of side L, centered about a point on the image surface. p(m,L) is normalized for all L, expressed as [21]
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where Nb represents the number of possible points within the box. Letting S be the number of image points (i.e., pixels in an image), there are (S/m) p(m,L) number of boxes with m points inside the box in case the image is overlaid with boxes of side L. Therefore, the expected number of boxes in total required to cover the whole image [22] is given as
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This value is found to be proportional to L−D, according to which the box dimension can be estimated by calculating p(m,L) and N(L) for various values of L, and subsequently by performing a least square fitting on {log(L),-log(N(L))}. In an attempt to evaluate p(m,L), the cube of size L must be centered around an image point, and the neighboring m points, that fall within the cube, must be counted. The occurrences of each number of neighboring points over the image are accumulated in the determination of the occurrence frequency of m, which is normalized to obtain p(m,L).




4.3.2. Lacunarity


The ideal fractal is likely to confirm to statistical similarity for all scales, that is, fractal dimensions are all independent scales. However, fractal dimension alone is found insufficient for discrimination purposes, since two distinct surfaces could share the same value of D. To circumvent this, the term lacunarity (Λ), introduced by Mandelbrot, is used to quantify the denseness of an image surface. Since then, there have been various definitions for this term proposed to quantify the gaps or lacunae present in a given surface. As suggested by Mandelbrot [23], the term is defined as
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where N is the number of points in the data set of size L, the lacunarity can be defined as
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(22)







Figure 6 shows the procedure for extracting fractal features. The first step of fractal dimension computation is to transfer the 3D Hilbert energy spectrum to a 256 × 1024 scale image matrix. This study chooses sizes L = 2, 3, 4, 5, 6, and 8 because testing revealed them to be suitable for this application. Using different box sizes L enables obtaining different forms of N(L). Finally, fitting the data {log(L),-log(N(L))} yields the fractal dimension. In a lacunarity computation, the first step is to transfer the 3D Hilbert energy spectrum to a 256 × 1024 binary image matrix. The chosen box size is L = 3, which is the best box size for computation of M(L) and M 2(L). Finally, the lacunarity is determined.


Figure 6. Procedure for computing fractal dimension and lacunarity.
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4.4. Extension Recognition Method


Extension theory contains the concepts of matter-elements and extension sets and its main application is in solving contradiction and incompatibility problems [24]. The matter-element can easily represent the nature of matter, and the extension set is the quantitative tool of the extension theory which represents the correlation degree of the matter-element by the designed correlation function. The membership function of the traditional fuzzy set describes the value of matter at interval [0, 1]. The extension set extends the fuzzy set from [0, 1] to [−∞, ∞]. As a result, it allows for us to define a set that includes any data in the domain [25]. The proposed extension-based recognition method is described as follows.



Step 1: Formulate the matter-element Ri for each defect type as


[image: ]



(23)




where

	
Ti: the ith defect type of PD pattern,



	
Cj: the jth input feature,



	
aij: the lower bound of classical domains related to the jth input feature of the ith defect type,



	
bij: the upper bound of classical domains related to the jth input feature of the ith defect type.








The classical domain V = <a, b> of each value falls between the lower and the upper bounds on PD records. The neighborhood domain [image: ] = <f, g> of classical domains, the possible range of each characteristic, can then be determined by setting f = (1 − α) × a and g = (1 + α) × b, where α represents an extend factor. The extension correlation function concept is shown in Figure 7.


Figure 7. Extension membership function.
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Step 2: Extract the PD features, i.e., the fractal dimension D and the lacunarity Λ, as referred to in Section 4.3.



Step 3: Calculate the degree of the correlation
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where
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which relates the jth feature of the tested PD pattern to the jth input feature of the ith defect type as in Step 1.



Step 4: Set the weights of respective features W1, W2, W3 In this work, the weights of all features are set equally.



Step 5: Evaluate the correlation index related to each defect type
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Step 6: Normalize the correlation index
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which falls between [–1, 1] and is seen as a significant quantity for pattern recognition



Step 7: Find the maximum normalized correlation index (or 1). In the case of λk = 1, then the tested model is categorized to the kth defect type. The flow chart of the recognition method based on extension theory is shown in Figure 8.


Figure 8. Flow chart of the extension recognition method.
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5. Experiment Results and Discussion


The proposed power cable joints recognition, based on IHHT with fractal feature extraction, was performed based on the electrical signal measured in the experiment models. A total of 240 sets of measurement data were associated with the six types of experiment models. Subsequently, 20 tests are randomly selected for the identification training purpose, while the rest is used for the test purpose. Here, a detected partial discharge signal is analyzed by HHT and IHHT respectively, and various features are extracted out of a time–frequency–energy 3D spectrum, following which the intended defect mode identifications are made using an extension method. A random noise between ±10% to ±30% is introduced into such features to test the ability against noise interference.



5.1. Identification Results by HHT


In this section, a partial discharge signal is analyzed by the conventional HHT, which decomposes extracted IMFs at the same time as signals, since extrema interpolation is adopted during the EMD process. This is an approach well applied to the analysis of a nonlinear as well as non-stationary signal, and the cost is that illusive components are very likely to be evoked. Accordingly, the improved HHT is proposed as an effective approach to enhance the reliability of signal analysis conducted by the conventional HHT. Underpinned by an extension theorem, all the identification processes are made automatic for an easy comparison in terms of identification ratio. Such identification results are about to be discussed in the following section.



Figure 9 is a partial discharge signal, detected on site by an inductive sensor, where the curve in black represents a 60 Hz reference voltage signal, while the one in blue denotes an original partial discharge signal, and demonstrated in Figure 9b is the enlarged portion encircled by the red dash curve in Figure 9a. Subsequently, the field detected signal is analyzed and features contained are extracted by HHT and IHHT respectively. Taking the Hilbert transform of n number of IMFs extracted through an EMD process, a time-frequency-energy spectrum is gained accordingly, due to the reason that it is a superior approach to get the feature extraction done by way of a 3D spectrum rather than by way of a Hilbert spectrum directly.


Figure 9. Partial discharge signal. (a) PD signal in sin wave. (b) One PD pulse.
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With the z axis representing the signal energy, presented in Figure 10 are time-frequency-energy 3D spectrums, converted from 10 MHz of Hilbert spectrum as well as a 16 ms time duration, written into a matrix of dimension 256 × 1024. Both the fractal dimension (FD) and lacunarity (Λ) are extracted out of such 3D spectrums, after which the Mean-discharged (M), the 3rd feature, is extracted to plot the distribution as Figure 11. It is noted that there is a significant variation among various feature distributions, but the variation tends to vanish as the effect of mode confusions stemming from illusive components, between similar defect modes, i.e., Types II and III. As tabulated in Table 1, the identification ratio of Type III ranks the lowest place, an evidence that illusive components demonstrate highly negative effect on the identification result.


Figure 10. Time–frequency–energy 3D spectrums by HHT for (a) Type I (b) Type II (c) Type III (d) Type IV (e) Type V (f) Type VI.
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Figure 11. Feature distributions for time–frequency–energy 3D spectrums by HHT.
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Table 1. Identification results by HHT versus features fractal dimension (FD)- lacunarity (Λ)- mean-discharged (M).







	

	
Noise

	
0%

	
±10%

	
±20%

	
±30%




	
Model

	






	
Type I

	
100

	
100

	
80

	
50




	
Type II

	
95

	
90

	
90

	
85




	
Type III

	
0

	
5

	
10

	
20




	
Type IV

	
80

	
70

	
65

	
60




	
Type V

	
100

	
95

	
95

	
85




	
Type VI

	
95

	
80

	
80

	
45




	
Average

	
78.3

	
73.3

	
70

	
57.5











5.2. Identification Results by IHHT


An original detected signal is analyzed here by the IHHT approach as referred to in Section 3. As the first step, the first run of EMD process is performed on such original discharge signal for the purpose of the removal of the trend curve embedded. In the course of the second run of the EMD process, the shifting number remains invariant and the process proceeds until a K-S test result matches the sorting result by signal energy ratio. Subsequently, all the illusive components are ruled out by a cumulative IMF with the highest probability in the proposed IHHT. In the end, time-frequency-energy 3D spectrums are made once again, as demonstrated in Figure 12. As presented in Figure 13, a feature distribution is plotted by way of features, namely fractal dimension and lacunarity, gained by use of an extension theory, and averaged discharged energy. It is seen that the feature distributions, evaluated by IHHT, for Types II, III and IV tend to stay apart from each other, that is, the identification ratio is promoted accordingly. In other words, little difference between similar features can be made more distinguishing through a fractal theory such as the case between Type III and IV. As tabulated in Table 2, the IHHT analysis is demonstrated able to provide an identification ratio up to 50% in the case of Type III. In comparison of 3D spectrums, there is a higher distinction between Types III and IV in Figure 12c,d, the result analyzed by IHHT, than that in Figure 10c,d. In a brief conclusion, the proposed IHHT is an approach able to promote defect mode identification ratios as intended.


Figure 12. Time–frequency–energy 3D spectrums by IHHT for (a) Type I (b) Type II (c) Type III (d) Type IV (e) Type V and (f) Type VI.
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Figure 13. Feature distributions for time–frequency–energy 3D spectrums by IHHT.
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Table 2. Identification results by IHHT versus features FD-Λ-M.







	

	
Noise

	
0%

	
±10%

	
±20%

	
±30%




	
Model

	






	
Type I

	
100

	
100

	
80

	
32




	
Type II

	
100

	
65

	
60

	
35




	
Type III

	
50

	
40

	
25

	
15




	
Type IV

	
80

	
80

	
65

	
45




	
Type V

	
100

	
95

	
85

	
80




	
Type VI

	
100

	
80

	
60

	
50




	
Average

	
88.3

	
76.6

	
62.5

	
42.8










Even though the identification ratio and the ability against noise interference are improved as a consequence of the removal of illusive components and mode confusions, the identification ratio still remains relatively low between similar defect modes. For this sake, the energy level (E), denoted by the z-axis in the IHHT spectrum, is adopted as the fourth feature. The idea stems from the fact that distinct defect modes represent distinct discharge signals, i.e., various amount of energy is released through insulators. Hence, it is presumed that the adoption of the average energy level as a feature can render a higher identification result. Demonstrated in Figure 14 are the feature distributions of the fractal dimension, lacunarity and average energy, from which it is seen as expected that Type IV exhibits a smaller amount of discharged energy than Type III, simply for the reason that Type IV is designed as an unflawed case, a case supposed to release the minimal amount of discharge energy. As a result, a high distinction is reached in the discharge energy aspect. Tabulated in Table 3 are the identification results based on such four features using an extension method. It is suggested that in the absence of noise interference, an average identification ratio up to 99.2% is reached, a figure superior to that provided by HHT, and the ratio drops to 78.3%, still a satisfactory figure, in the presence of ±30% noise interference.


Figure 14. Feature distributions for time-frequency-energy 3D spectrums by IHHT with the z axis representing the discharged energy level.
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Table 3. Identification results by IHHT versus features FD-Λ-MD-E.







	

	
Noise

	
0%

	
±10%

	
±20%

	
±30%




	
Model

	






	
Type I

	
100

	
100

	
100

	
100




	
Type II

	
100

	
95

	
95

	
90




	
Type III

	
100

	
90

	
65

	
70




	
Type IV

	
100

	
95

	
85

	
65




	
Type V

	
100

	
95

	
90

	
90




	
Type VI

	
95

	
65

	
75

	
55




	
Average

	
99.2

	
90

	
85

	
78.3











5.3. Identification Results Improved by Phase-Resolved 3D Patterns


For further improving the recognition rates of IHHT, additional PD features extracted from phase-resolved 3D patterns are taken into account. The detailed procedure of feature extraction from a phase-resolved 3D pattern can refer to authors’ previous research [26]. The measured PD field data are first transferred to n-q-φ 3D pattern, and the fractal features and mean-discharge are then extracted from the phase-resolved 3D patterns. Figure 15 shows the typical 3D patterns as transferred from the measured PD data for each experiment model. The parameters of the 3D patterns are number of discharge n, discharge magnitude q, and phase angle φ. We can observe that the amplitude (pC) and numbers of discharge (n) in Type IV and VI are less than the other defect types. In Type I, the discharge amplitude is larger than that in the other defects, the maxima discharge can even reach 350 pC. The experiment Type II and Type V have the similar 3D pattern but discharge amplitude Type V is larger than Type II. According to the 3D PD pattern in each experiment model, we found that the features are different between the defect models. Demonstrated in Figure 16 are the features distributions of the fractal dimension, lacunarity and mean-discharge extract from 3D phase-resolved PD pattern. The patterns belonging to a particular class are close to each other, and the distribution of Type I is very clearly different with other modes. The recognition rates of combining IHHT with phase-resolved n-q-φ 3D PD pattern are shows in Table 4. There are totally seven features as input to extension method for pattern recognition. It can be obviously observed that combining IHHT with phase-resolved PD pattern not only improves recognition rates but also enhances noise tolerance. It can reach 83% even when ±30% noise is added.


Figure 15. Phase-resolved 3D patterns for (a) Type I (b) Type II (c) Type III (d) Type IV (e) Type V and (f) Type VI.
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Figure 16. Feature distributions for phase-resolved n-q-φ 3D pattern.
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Table 4. Identification results improved by combining IHHT with phase-resolved patterns.







	

	
Noise

	
0%

	
±10%

	
±20%

	
±30%




	
Model

	






	
Type I

	
100

	
100

	
100

	
100




	
Type II

	
100

	
95

	
95

	
90




	
Type III

	
100

	
90

	
80

	
75




	
Type IV

	
100

	
95

	
90

	
70




	
Type V

	
100

	
95

	
90

	
90




	
Type VI

	
100

	
85

	
80

	
75




	
Average

	
100

	
93.3

	
89.2

	
83.3










As illustrated in Figure 17, a relatively high identification result is provided by IHHT in contrast with HHT as a consequence of the removal of mode confusions, purification of IMFs and features extracted by a fractal theory. Due to the fact that a partial discharge signal is sensed as an extremely weak signal, the marginal difference in 3D spectrums analyzed by both HHT and IHHT is not distinctive enough unless the features are extracted in IHHT by a fractal theorem. This research also combines IHHT with phase-resolved 3D patterns for further improving recognition rates. The results show that more representative features added can effectively raise the recognition rates. However, more complex procedure for both features extraction and pattern recognition are comparatively required.


Figure 17. Mean identification results for various preprocessing approaches.
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6. Experiment Results and Discussion


Propose in this work is an improve HHT, which employs a Kolmogorov–Smirnov test and a sorting result by signal energy ratio in the determination of an optimal shifting number. In a bid to rid illusive components, a cumulative K-S test is presented as well, such that all the IMFs can be extracted accurately as expected, the intrinsic physical meaning can be reserved over each spectral band, and then partial mode confusion problems are successfully addressed. This improved HHT approach is then applied to defect mode recognition of partial discharge signals detected from cross-linked polyethylene insulated power cables. It converts the detected discharge signal to a time–frequency–energy 3D spectrum, extracts features, namely fractal dimension, lacunarity and average energy, through a fractal theory, and in the end successfully recognizes defect modes by use of an extension method. By an analysis on a field detected signal, it is concluded that the IHHT combined with phase-resolved PD pattern is demonstrated to be superior to the HTT in terms of identification results and the ability against noise interference.
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