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Abstract: This paper presents a compact vector quantizer based on the self-organizing map (SOM),
which can fulfill the data compression task for high-speed image sequence. In this vector quantizer,
we solve the most severe computational demands in the codebook learning mode and the image
encoding mode by a reconfigurable complete-binary-adder-tree (RCBAT), where the arithmetic units
are thoroughly reused. In this way, the hardware efficiency of our proposed vector quantizer is greatly
improved. In addition, by distributing the codebook into the multi-parallel processing sub-blocks,
our design obtains a high compression speed successfully. Furthermore, a mechanism of partial
vector-component storage (PVCS) is adopted to make the compression ratio adjustable. Finally,
the proposed vector quantizer has been implemented on the field programmable gate array (FPGA).
The experimental results indicate that it respectively achieves a compression speed of 500 frames/s
and a million connections per second (MCPS) of 28,494 (compression ratio is 64) when working at
79.8 MHz. Besides, compared with the previous scheme, our proposed quantizer achieves a reduction
of 8% in hardware usage and an increase of 33% in compression speed. This means the proposed
quantizer is hardware-efficient and can be used for high-speed image compression.

Keywords: image compression; vector quantization; self-organizing map; FPGA

1. Introduction

High-speed image capture is one of the fundamental tasks for numerous industrial and scientific
applications such as target tracking, optical scientific measurement, autonomous vehicles [1–5], etc.
Generally, in high-speed vision systems, the challenges of insufficient bandwidth and storage are
increasingly severe and gradually become the bottlenecks. In practice, image compression is widely
considered as an effective approach to relieving the above-mentioned problems since it can reduce the
data to a more manageable level before the image sequences are transmitted [6,7].

Vector quantization (VQ) is a popular data compression technique, which holds many superiors
like scalable complexity and high compression ratio. Self-organizing map (SOM) is regarded as an
extremely promising algorithm to implement VQ [8,9]. Vector quantizer based on the SOM always
shows plenty of excellent features such as inherent parallelism, regular topology, and relatively less
well-defined arithmetic operations. These features not only make the SOM-based vector quantizer quite
favorable for hardware implementation but also enable it to achieve high-speed image compression.
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Numerous vector quantizers have been presented in the previous literature [10–13]. Specifically,
M. Fujibayashi et al. [10] developed a novel vector quantizer with a method of needless calculation
elimination. Their work successfully decreased the computational cost to 40% of the conventional
full-search scheme. Similarly, the authors in [12] employed a concept of operator sharing in their design
and thus effectively reduced the complexity of each neural cell in SOM. Furthermore, to accelerate
the best matching vector searching phase in VQ, W. Kurdthongmee [13] tactfully used the distance
as the address of codebook memory to store index. This made the time for the best matching vector
searching process decline to only one clock.

Overall, in the previously proposed vector quantizers, many techniques were adopted to
reduce the calculation complexity in the image encoding phase and thus realized lower resource
usage. Nevertheless, for the codebook generation phase, few special optimizations were carried out.
The previous designs normally required dedicated circuits to accomplish the codebook generation task.
Hence, their entire hardware resource usages might be still high. Furthermore, in the previous works,
most authors paid much attention to achieving low hardware resource usage but often neglected the
characteristic of high processing speed. Even though the authors in [13] presented a novel technique
to accelerate the encoding process, the achievable speed of their quantizer was finally restricted by the
intrinsic high-latency of their architecture.

To solve the above-mentioned issues, we propose a hardware-efficient vector quantizer for
high-speed image compression. A reconfigurable complete-binary-adder-tree (RCBAT), where the
arithmetic units are completely reused, is presented to reduce the hardware usage. The speed
requirement of high-speed data compression is satisfied by distributing the codebook into the
multi-parallel processing sub-blocks. Moreover, a mechanism of partial vector-component storage
(PVCS) is adopted to make the compression ratio adjustable [14].

The rest of this paper is organized as follows: Section 2 briefly introduces the basic principle of
SOM algorithm. Section 3 describes the proposed vector quantizer in detail. In Section 4, the verification
system is developed based on the field programmable gate array (FPGA), and the experimental results
are discussed as well. Finally, conclusions are provided in Section 5.

2. The Basic Principle of Self-Organizing Map

SOM is an unsupervised self-organizing neural network. It has been adopted to solve problems
in a wide range of applications. Usually, SOM can compress information while preserving the most
important topological and metric relationships of the input data [15]. A SOM is normally constructed
by the components named neurons, which are arranged in the form of a two-dimension regular grid.
Each neuron contains one d-dimension vector, Wi, called weight vector, where

Wi = {wi1, wi2, . . . , wid}. (1)

During the learning step, neurons are adapted to the input vector by the criterion of similarity
matching between the input vector and the weight vectors. In this way, the neurons in SOM can
become more representative of the input data. Specifically, the input vectors can be expressed as

X = {x1, x2, . . . , xd} ∈ Rd. (2)

The neuron whose weight vector is the closest one to the input vector is regarded as the
winner-neuron. The Euclidean distance is one of the most popular ways to measure the distance.
It is defined as Equation (3), where R is the number of neurons and thus the winner-neuron can be
expressed as Equation (4).

DEi =

√
∑d

j=1

(
xj − wij

)2, for i ∈ {1, 2, . . . , R}, (3)

Ws = argmin{DEi}, for i ∈ {1, 2, . . . , R}. (4)
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In general, the squared Euclidean distance (SED), (D2
E), is preferred over DE in hardware

implementation since the root operation has no influence on the comparison result but will cause
additional computational costs. Once the winner-neuron is determined, the weight vector of
winner-neuron will be updated according to Equation (5).

Ws(t + 1) = Ws(t) + α(t)[X(t)−Ws(t)]. (5)

In Equation (5), t is the discrete-time coordinate, and α(t) is the learning rate. Ws(t) and
Ws(t + 1) represent the weight vectors of the winner-neuron before and after the updating process,
respectively. As shown in Equation (5), the update procedure can be regarded as a gradual reduction
of the component-wise difference between the input vector and weight vector of the winner-neuron.
Geometrically speaking, the weight vector of the winner-neuron is moved towards the input vector
and the step size of weight vector movement is affected by α(t). In order to drastically train the
SOM, the winner-neuron searching process in Equation (4) and the weight vector updating process in
Equation (5) repeat alternately to facilitate convergence after multiple iterations.

3. Proposed Vector Quantizer Based on SOM

3.1. The Overall Architecture

The overall architecture of the proposed vector quantizer is illustrated in Figure 1. It consists of
an input buffer, k sub-blocks for codebook learning and image encoding, a block distance comparator,
and a winner-block selector. To achieve a high image compression speed, we distribute the codebook
into k sub-blocks. The operation principle of our proposed vector quantizer can be described as follows:
firstly, the winner-neurons in each sub-block are found out and their corresponding minimum SEDs
are output to the block distance comparator. In the block distance comparator, the k minimum SEDs
are further compared. In this way, the sub-block where the winner-neuron exists is determined and
then selected by the winner-block selector. Finally, the address of winner-neuron, as well as the results
of block distance comparator, are output as the index.
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Figure 1. The overall architecture of the proposed vector quantizer. 
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As the most critical element, each sub-block is composed of the address generator and memory
for the codebook, the squared difference unit (SDU), the arithmetic block, and the minimum distance
search unit. In contrast with the previous works, where dedicated circuits were required for codebook
learning, we have thoroughly utilized the design concept of reconfigurable architecture to improve
the hardware efficiency. Specifically, the SDU and arithmetic block can be reconfigured either into
codebook learning mode or into image encoding mode. As a consequence, both the operations of
Euclidean distance computation and new weight vector generation, which are the main sources of
high computational complexity, would be simultaneously executed by the SDU and arithmetic block
without any additional circuits.

3.2. The Squared Difference Unit and Memory Block

The structure of SDU is illustrated in Figure 2. It mainly consists of numerous arithmetic units such
as subtractors and multipliers as well as some auxiliary registers. To improve the hardware efficiency,
several multiplexers are inserted between the subtractors and multipliers. All of the multiplexers are
controlled by an independent signal “S1”. In this way, the data flow can be easily reconstructed by
changing the value of “S1”. As depicted in Figure 2, the SDU can output either (xj − wij)2 or α(xj − wij),
according to the value of signal “S1”. Since (xj − wij)2 and α(xj − wij) are separately the basic elements
for SED calculating and new weight vector updating, the SDU can be successfully reconfigured in both
codebook learning mode and image encoding mode without dedicated circuits.
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As shown in Figure 2, the SDU can process a 16-dimensional vector in every clock. To enable our
proposed vector quantizer to deal with high-dimensional vector, we apply a mechanism of partial
vector-component storage (PVCS) in the codebook memory. Typically, the d-dimensional input vector
and weight vector are distributed into 16 memory blocks, and each complete vector contains m partial
vector, where m = dd/16e. Once the address counter for the vector accessing equals to m, a separation
signal “SSEP” is asserted, which implies that an individual vector has been accessed entirely.

3.3. The Arithmetic Block

As discussed in Section 3.2, the SDU can merely calculate the basi elements, (xj − wij)2 and
α(xj − wij), for distance calculating and weight vector updating. In order to obtain the absolute values
of SED (D2

E) and the new weight vector (Ws(t + 1)), extra calculations must be conducted. In our work,
we proposed an optimized circuit named RCBAT to accomplish these operations.
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Figure 3 shows the basic architecture of RCBAT. Similar to the SDU, the arithmetic block in our
design can also be reconfigured either in codebook learning mode or in image encoding mode. In the
image encoding mode, “S1” is set as “0”. The values of (xj − wij)2 are first computed by the SDU
and then provided to the RCBAT. Next, the 16 separate squared differences are accumulated by the
4 pipeline stages in the RCBAT and thus 1 partial SED is obtained. As we adopt a mechanism of
PVCS in the SDU, we must sum up all of the partial SEDs to get the exact SED. Hence, we add an
additional stage following the fourth stage, which is shown at the right bottom of Figure 3. In the last
stage, the separation signal “SSEP” keeps as “0” until all of the partial vectors have been processed
(after m clock cycles). As shown in Figure 3, when “SSEP” is “0”, the last adder is configured to sum
the new partial SED and the intermediate exact SED up. When “SSEP” turns to “1”, the exact value of
SED, “DE2”, which contains m partial SEDs, will be obtained and then fed into the minimum distance
search circuit for winner-neuron searching. In the codebook learning mode, “S1” is set to “1” once
the winner-neuron searching phase is completed. The beginning address of the winner-neuron is first
loaded to the read-port of the codebook memory and then the 16-dimensional partial weight vectors
of the winner-neuron are read out in sequence. In the meantime, the SDU in Figure 2 is configured to
compute the value of α(xj − wij), and the RCBAT is transformed to 16 individual adders to calculate
the value of wij + α(xj − wij). The data flow of the RCBAT circuit is highlighted with blue color in
Figure 3. In this way, the partial new weight vector can be smoothly obtained in one clock. Once it is
written back to the codebook memory, the calculation procedure for the next partial new weight vector
will be continued in the same manner. Finally, the entire new weight vector of the winner-neuron can
be figured out and updated after m clocks.
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Benefiting from the characteristic of configurability, all of the arithmetic units in SDU and
arithmetic block can be substantially reused for SED accumulating and new weight vector updating.
As a consequence, the hardware efficiency of our proposed vector quantizer is improved to a
large degree.

3.4. Minimum Distance Search Circuit

As discussed in Section 2, the distances between the input vector and all of the weight vectors
must be first computed and then compared with each other to find the winner-neuron. In our design,
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the distance calculation is fully conducted by the SDU and the RCBAT circuit, and the operation of
minimum distance search is mainly executed by a winner-takes-all (WTA) circuit. The WTA circuit
acts as an arbitration module which can locate the smallest SED and determine the winner-neuron.

The block diagram of the WTA circuit is depicted in Figure 4. It consists of a shifter register with
a depth of ‘7’, three registers with load signal, one ‘AND’ gate, one comparator, and an additional
ordinary register. The output port of the address generator for the codebook memory is connected to
the input port of the shift register. The exact SED (DE2) from the RCBAT circuit is fed to the WTA circuit
as an input, and the signal ‘SSEP’ acts as a separate signal for different SEDs. During the winner-neuron
searching phase, the intermediate minimum SED and the corresponding address are temporally stored
in R2 and R3. The separation signal ‘SSEP’ is the same one that has been discussed in the RCBAT circuit.
Once ‘SSEP’ turns into ‘1’, the newly arrived SED ‘DE2’ is loaded in R1 and then compared with the
intermediate minimum SED. If ‘DE2’ is the smaller one, the comparator would output ‘1’ and the
values stored in R2, as well as R3, will be updated accordingly. After all of the weight vectors have been
searched, the start address of the codebook memory where the current weight vector (winner-neuron)
is stored will be output as an index and transmitted to the receiving terminal.

Appl. Sci. 2017, 7, 1106  6 of 11 

the input port of the shift register. The exact SED (DE2) from the RCBAT circuit is fed to the WTA 
circuit as an input, and the signal ‘SSEP’ acts as a separate signal for different SEDs. During the winner-
neuron searching phase, the intermediate minimum SED and the corresponding address are 
temporally stored in R2 and R3. The separation signal ‘SSEP’ is the same one that has been discussed 
in the RCBAT circuit. Once ‘SSEP’ turns into ‘1’, the newly arrived SED ‘DE2’ is loaded in R1 and then 
compared with the intermediate minimum SED. If ‘DE2’ is the smaller one, the comparator would 
output ‘1’ and the values stored in R2, as well as R3, will be updated accordingly. After all of the 
weight vectors have been searched, the start address of the codebook memory where the current 
weight vector (winner-neuron) is stored will be output as an index and transmitted to the receiving 
terminal. 

D Q

Load

D Q

Load

A<B

DE2

SSEP
&

D Q

Load

Address Generator for
Codebook Memory

 Read Address of the 
Codebook Memory

Winner-Takes-All Circuit

Address of the 
Nearest Weight 

Vector

R1 R2

R3
R4

Shift Register

G1

C1

……

R

 

Figure 4. Block diagram of the winner-takes-all circuit. 

4. Experimental Results and Discussion 

4.1. Hardware Implementation 

The hardware of our proposed vector quantizer has been described by Verilog HDL(verilog 
hardware description language) and implemented on FPGA. Table 1 summarizes the hardware 
resource usages of the proposed vector quantizer. Similar to the previous hardware implementations, 
the learning rate α in our design is set as a constant value to simplify the control circuits. In addition, 
considering the trade-off between the memory resource usage and the visual quality degeneration, 
we define the codebook size as 256. To improve the processing speed, we set the number of sub-block 
as 32.  

Table 1. Hardware resource usages of the proposed vector quantizer. 

Resources Used Available Utilization 
Combinational ALUTs 74,368 182,400 40% 

Memory ALUTs 0 91,200 0% 
Total registers 62,784 N/A N/A 

Total block memory bits 36,864 14,625,792 <1% 
DSP block 18-bit elements 0 1288 0% 

Total PLLs 1 8 12.5% 
ALUT: adaptive look-up table; DSP: digital signal processor; PLL: phase-locked loops; N/A: not applicable. 

Under such conditions, the synthesis results indicate that the obtained maximum clock 
frequency is 79.8 MHz. Furthermore, to verify our design, an image compression system based on 
the proposed vector quantizer is developed for high-speed target tracking application and exhibited 
in Figure 5. As shown in Figure 5, the demonstration system is composed of a high-speed image 
sensor, a FPGA development board, a display, and a PC. The camera link connector and DVI (digital 
visual interface) transmitter connector are inserted into the FPGA board for image capture and 
display. 

Figure 4. Block diagram of the winner-takes-all circuit.

4. Experimental Results and Discussion

4.1. Hardware Implementation

The hardware of our proposed vector quantizer has been described by Verilog HDL(verilog hardware
description language) and implemented on FPGA. Table 1 summarizes the hardware resource usages
of the proposed vector quantizer. Similar to the previous hardware implementations, the learning rate
α in our design is set as a constant value to simplify the control circuits. In addition, considering the
trade-off between the memory resource usage and the visual quality degeneration, we define the
codebook size as 256. To improve the processing speed, we set the number of sub-block as 32.

Table 1. Hardware resource usages of the proposed vector quantizer.

Resources Used Available Utilization

Combinational ALUTs 74,368 182,400 40%
Memory ALUTs 0 91,200 0%
Total registers 62,784 N/A N/A

Total block memory
bits 36,864 14,625,792 <1%

DSP block 18-bit
elements 0 1288 0%

Total PLLs 1 8 12.5%

ALUT: adaptive look-up table; DSP: digital signal processor; PLL: phase-locked loops; N/A: not applicable.
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Under such conditions, the synthesis results indicate that the obtained maximum clock frequency
is 79.8 MHz. Furthermore, to verify our design, an image compression system based on the proposed
vector quantizer is developed for high-speed target tracking application and exhibited in Figure 5.
As shown in Figure 5, the demonstration system is composed of a high-speed image sensor, a FPGA
development board, a display, and a PC. The camera link connector and DVI (digital visual interface)
transmitter connector are inserted into the FPGA board for image capture and display.Appl. Sci. 2017, 7, 1106  7 of 11 
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We have conducted several experiments to intuitively evaluate the compression performance
of our proposed vector quantizer. To make the experimental results comparable, three standard
grayscale 512 × 512-pixel images from the USC-SIPI (University of Southern California-Signal and
Image Processing Institute) image database, respectively—Lena, Peppers, and Tank—were adopted as
the test data. As mentioned before, the codebook size is set as 256, and the number of multi-parallel
processing sub-blocks is set as 32. In this way, the 256 weight vectors are equally distributed into
32 blocks, and thus the processing speed is greatly improved. During the codebook generation phase,
the pixel values of Lena are utilized as the training data. Once the phase of codebook generation is
completed, Lena, Peppers, and Tank are encoded by the trained codebook in sequence. Moreover,
several sizes of pixel-block including 4 × 4, 4 × 8, 8 × 8, 8 × 16, and 16 × 16 are employed to judge
the visual quality of the reconstructed images with different compression ratio. Figure 6 shows the
visual quality comparisons between the compressed images with various compression ratios. It can
be seen that the compressed images are able to keep relatively acceptable visual quality even if the
pixel-block of 8 × 8 is employed (the corresponding compression ratio is 64). Finally, the visual
qualities of the compressed images with different compression ratios are quantified by the metric of
peak signal-to-noise ratio (PSNR) and plotted in Figure 7. Figure 7 indicates that the PSNR of Lena
in our work is about 30.69 dB as the compression ratio keeps to 16, which is slightly worse than that
in [11]. That may stem from the truncation error in the fixed-point calculation when different types
of word-precision are adopted. Finally, benefiting from the mechanism of PVCS, we can adjust the
compression ratio by changing the value of m, which has been discussed in Section 3.2.
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4.2. Speed Analysis

For the compression circuits, processing speed is one of the critical performances, especially when
they are applied in some high-speed vision systems such as high-speed object tracking, motion analysis,
etc. In terms of our proposed vector quantizer, the clock cycles to encode one individual pixel-block
can be defined as Equation (6), where d, N, and k are the pixel-block size, the codebook size and
the number of sub-blocks, respectively. The number ‘7’ represents the depth of the shift register in
Figure 4, which is equal to the sum of 1 stage in SDU (shown in Figure 2), 5 stages in the RCBAT
(shown in Figure 3) and 1 stage in WTA circuits (shown in Figure 4).

In addition, since updating a weight vector will additionally take dd/16e + 3 clock cycles,
the learning time for each pixel-block can be calculated by Equation (7).

Tencoding = dd/16e × N/k + 7 (6)

Tlearning = dd/16e × (N/k + 1) + 10 (7)

As a matter of fact, the compression speed of vector quantizer is determined by the encoding time.
In our design, if the size of pixel-block is defined as 8 × 8, the clock cycles to encode each pixel-block
can be calculated as 39 according to Equation (6). Hence, the clock cycles to encode a frame of the
grayscale 512 × 512-pixel image will be 159,744, and the corresponding time can be calculated as
2 ms with a maximum frequency of 79.8 MHz. The short encoding time makes our vector quantizer
capable of compressing the high-speed image sequence with a frame-rate of 500 frames/s. Moreover,
if our proposed vector quantizer is fabricated by advanced CMOS (Complementary Metal Oxide
Semiconductor)process, a higher work frequency can be reached, and thus a faster compression speed
will be obtained accordingly.

MCPS = d× N
Tencoding

(8)

Furthermore, the million connections per second (MCPS) [16], which is a common metric to
evaluate the performance of SOM, is also calculated according to Equation (8) and then plotted in
Figure 8. Likewise, in Equation (8), d and N represent the pixel-block size and the codebook size,
respectively. The results indicate that the value of MCPS reaches 28,494 when the size of pixel-block is
8 × 8 (compression ratio is 64) and the sub-block number is 32.
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4.3. Comparisons

Performance comparisons between the proposed vector quantizer and the previous VQ-based
compression circuits implemented in FPGA are conducted in this Section. Table 2 summarizes the
comparison results. To make the data comparable, all of the parameters in Table 2 are calculated under
the same condition. Particularly, the grayscale Lena with 512 × 512-pixel is employed as the test image.

Table 2. Comparison results with the previous VQ (Vector quantization)-based image compression circuits.

Design [11] [13]
This Work

k = 16 k = 32

FPGA family Virtex II Virtex IV Stratic IV

Compression ratio (CR) 16 (Fixed) 3 (Fixed) ≥16 (Adjustable)

PSNR (dB) 31.28 37.10 30.69 (CR = 16)

Frequency (Hz) 71.43 M 19.6 M 80.1 M 79.8 M

MCPS 11,026 N/A 14,247 @ CR = 16 21,845 @ CR = 16

LUTs 40,280 17,6130 37,214 74,368

Compression speed (frames/s) 160 107
212 @ CR = 16
275 @ CR = 64
296 @ CR = 256

324 @ CR = 16
500 @ CR = 64
585 @ CR = 256

FPGA: field programmable gate array; PSNR: peak signal-to-noise ratio; MCPS: million connections per second;
LUT: look-up table.

As listed in Table 2, the values of PSNR are approximately equal for [11] and this work,
and the higher value of PSNR for [13] is mainly due to the lower compression ratio of [13]. Besides,
our proposed circuit seems to consume more LUTs than [11] when the parameter k is set as 32. However,
this is merely caused by the large degree of block parallelism. Once we modulate the number of
sub-blocks to 16, the proposed quantizer realizes a reduction of 8% in hardware usage even though its
compression speed is 33% higher than that of [11]. In this way, a lower rate of hardware usage than [11]
can be easily reached despite a higher compression speed than that of [11] being kept. The higher
hardware efficiency of this work principally stems from the re-usage of arithmetic units in SDU and
RCBAT. Moreover, Table 2 reveals that our vector quantizer achieves a higher compression speed
than [13], even though [13] requires fewer clock cycles than our design for the minimum distance
searching. This condition partially caused the high latency that introduced by the indispensable
register file and other complicated modules in [13], but primarily arises from the high parallelism of
our design. Finally, owing to the utilization of PVCS, the compression ratio of our proposed circuit is
adjustable while those of the previous works are fixed.

5. Conclusions

Based on the SOM algorithm, we present a hardware-efficient vector quantizer to alleviate
the challenges of insufficient bandwidth and storage in the high-speed vision system. A RCBAT
circuit, which can be reconfigured both into the codebook learning mode and image encoding mode,
is proposed to improve the hardware efficiency of our design. To achieve a high processing speed,
we propose a multi-parallel architecture, where the codebook is evenly distributed into numerous
sub-blocks. Moreover, by adopting a mechanism of PVCS, our vector quantizer easily acquires the
advantage of adjustable compression ratio. Finally, a verification system is developed based on
the FPGA. The experimental results indicate that the hardware resource usage and the achievable
compression speed of our design are respectively 8% lower and 33% higher than that of the previous
work. Overall, our proposed vector quantizer can effectively achieve a higher compression speed
while keeping a lower hardware usage compared with the conventional design.
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