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#### Abstract

This paper presents a method for automatic music transcription applied to audio recordings of a cappella performances with multiple singers. We propose a system for multi-pitch detection and voice assignment that integrates an acoustic and a music language model. The acoustic model performs spectrogram decomposition, extending probabilistic latent component analysis (PLCA) using a six-dimensional dictionary with pre-extracted log-spectral templates. The music language model performs voice separation and assignment using hidden Markov models that apply musicological assumptions. By integrating the two models, the system is able to detect multiple concurrent pitches in polyphonic vocal music and assign each detected pitch to a specific voice type such as soprano, alto, tenor or bass (SATB). We compare our system against multiple baselines, achieving state-of-the-art results for both multi-pitch detection and voice assignment on a dataset of Bach chorales and another of barbershop quartets. We also present an additional evaluation of our system using varied pitch tolerance levels to investigate its performance at 20-cent pitch resolution.
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## 1. Introduction

Automatic music transcription (AMT) is one of the fundamental problems of music information retrieval and is defined as the process of converting an acoustic music signal into some form of music notation [1]. A core problem of AMT is multi-pitch detection, the detection of multiple concurrent pitches from an audio recording. While much work has gone into the field of multi-pitch detection in recent years, it has frequently been constrained to instrumental music, most often piano recordings due to a wealth of available data. Vocal music has been less often studied, likely due to the complexity and variety of sounds that can be produced by a singer.

Spectrogram factorization methods have been used extensively in the last decade for multi-pitch detection [1]. These approaches decompose an input time-frequency representation (such as a spectrogram) into a linear combination of non-negative factors, often consisting of spectral atoms and note activations. The most successful of these spectrogram factorization methods have been based on non-negative matrix factorisation (NMF) [2] or probabilistic latent component analysis (PLCA) [3].

While these spectrogram factorisation methods have shown promise for AMT, their parameter estimation can suffer from local optima, a problem that has motivated a variety of approaches
that incorporate additional knowledge in an attempt to achieve more meaningful decompositions. Vincent et al. [4] used an adaptive spectral decomposition for multi-pitch detection assuming that the input signal can be decomposed as a sum of narrowband spectra. Kameoka et al. [5] exploited structural regularities in the spectrograms during the NMF process, adding constraints and regularization to reduce the degrees of freedom of their model. These constraints are based on time-varying basis spectra (e.g., using sound states: "attack", "decay", "sustain" and "release") and have since been included in other probabilistic models [6,7]. Fuentes et al. [8] introduced the concept of brakes, slowing the convergence rate of any model parameter known to be properly initialized. Other approaches [7,9,10] avoid undesirable parameter convergence using pre-learning steps, where spectral atoms of specific instruments are extracted in a supervised manner. Using the constant-Q transform (CQT) [11] as the input time-frequency representation, some approaches developed techniques using shift-invariant models over log-frequency $[6,10,12]$, allowing for the creation of a compact set of dictionary templates that can support tuning deviations and frequency modulations. Shift-invariant models are also used in several recent approaches for automatic music transcription [6,13,14]. O'Hanlon et al. [15] propose stepwise and gradient-based methods for non-negative group sparse decompositions, exploring the use of subspace modelling of note spectra. This group sparse NMF approach is used to tune a generic harmonic subspace dictionary, improving automatic music transcription results based on NMF. However, despite promising results of template-based techniques [7,9,10], the considerable variation in the spectral shape of pitches produced by different sources can still affect generalization performance.

Recent research on multi-pitch detection has also focused on deep learning approaches: in [16,17], feedforward, recurrent and convolutional neural networks were evaluated towards the problem of automatic piano transcription. While the aforementioned approaches focus on the task of polyphonic piano transcription due to the presence of sufficiently large piano-specific datasets, the recently released MusicNet dataset [18] provides a large corpus for multi-instrument music suitable for training deep learning methods for the task of polyphonic music transcription. Convolutional neural networks were also used in [19] for learning salience representations for fundamental frequency estimation in polyphonic audio recordings.

Multi-pitch detection of vocal music represents a significant step up in difficulty as the variety of sounds produced by a single singer can be both unique and wide-ranging. The timbre of two singers' voices can differ greatly, and even for a single singer, different vowel sounds produce extremely varied overtone patterns. For vocal music, Bohak and Marolt [20] propose a method for transcribing folk music containing both instruments and vocals, which takes advantage of melodic repetitions present in that type of music using a musicological model for note-based transcription. A less explored type of music is a cappella; in particular, vocal quartets constitute a traditional form of Western music, typically dividing a piece into multiple vocal parts such as soprano, alto, tenor and bass (SATB). In [21], an acoustic model based on spectrogram factorisation was proposed for multi-pitch detection of such vocal quartets.

A small group of methods has attempted to go beyond multi-pitch detection, towards instrument assignment (also called timbre tracking) [9,22,23], where systems detect multiple pitches and assign each pitch to a specific source that produced it. Bay et al. [22] tracked individual instruments in polyphonic instrumental music using a spectrogram factorisation approach with continuity constraints controlled by a hidden Markov model (HMM). To the authors' knowledge, no methods have yet been proposed to perform both multi-pitch detection and instrument/voice assignment on polyphonic vocal music.

An emerging area of automatic music transcription attempts to combine acoustic models (those based on audio information only) with music language models, which model sequences of notes and other music cues based on knowledge from music theory or from constraints automatically derived from symbolic music data. This is in direct analogy to automatic speech recognition systems, which typically combine an acoustic model with a spoken language model. Ryynanen and Klapuri [24], for example, combined acoustic and music language models for polyphonic music transcription,
where the musicological model estimates the probability of a detected note sequence. Another example of such an integrated system is the work by Sigtia et al. [16], which combined neural network-based acoustic and music language models for multi-pitch detection in piano music. The system used various types of neural networks for the acoustic component (feedforward, recurrent, convolutional) along with a recurrent neural network acting as a language model for modelling the correlations between pitch combinations over time.

Combining instrument assignment with this idea of using a music language model, it is natural to look towards the field of voice separation [25], which involves the separation of pitches into streams of notes, called voices, and is mainly addressed in the context of symbolic music processing. It is important to note that voice separation, while similar to our task of voice assignment, is indeed a distinct task. Specifically, while both involve an initial step of separating the incoming notes into voices, voice assignment involves a further step of labelling each of those voices as a specific part or instrument, in our case soprano, alto, tenor or bass.

Most symbolic voice separation approaches are based on voice leading rules, which have been investigated and described from a cognitive perspective in a few different works [26-28]. Among these rules, three main principles emerge: (1) large melodic intervals between consecutive notes in a single voice should be avoided; (2) two voices should not, in general, cross in pitch; and (3) the stream of notes within a single voice should be relatively continuous, without long gaps of silence, ensuring temporal continuity.

There are many different definitions of what precisely constitutes a voice, both perceptually and musically, discussed more fully in [25]; however, for our purposes, a voice is quite simply defined as the notes sung by a single vocalist. Therefore, our interest in voice separation models lies with those that separate notes into strictly monophonic voices (i.e., those that do not allow for concurrent notes), rather than polyphonic voices as in [29]. We would also like our chosen model to be designed to be run in a mostly unsupervised fashion, rather than being designed for use with human interaction (as in [30]), and for it not to require background information about the piece, such as time signature or metrical information (as in [31]). While many voice separation models remain that meet our criteria [32-36], the one described in [37] is the most promising for our use because it both (1) achieves state-of-the-art performance and (2) can be applied directly to live performance.

In this work, we present a system able to perform multi-pitch detection of polyphonic a cappella vocal music, as well as assign each detected pitch to a particular voice (soprano, alto, tenor or bass), where the number of voices is known a priori. Our approach uses an acoustic model for multi-pitch detection based on probabilistic latent component analysis (PLCA), which is modified from the model proposed in [21], and an HMM-based music language model for voice assignment based on the model of [37]. Compared to our previous work [38], this model contains a new dynamic dictionary voice type assignment step (described in Section 2.3), which accounts for its increased performance. Although previous work has integrated musicological information for note event modelling [16,20,24], to the authors' knowledge, this is the first attempt to incorporate an acoustic model with a music language model for the task of voice or instrument assignment from audio, as well as the first attempt to propose a system for voice assignment in polyphonic a cappella music. The approach described in this paper focuses on recordings of singing performances by vocal quartets without instrumental accompaniment; to that end, we use two datasets containing a capella recordings of Bach chorales and barbershop quartets. The proposed system is evaluated both in terms of multi-pitch detection and voice assignment, where it reaches an F-measure of over $70 \%$ and $50 \%$ for the two respective tasks.

The remainder of this paper is organised as follows. In Section 2, we describe the proposed approach, consisting of the acoustic model, the music language model and model integration. In Section 3, we report on experimental results using two datasets comprising recordings of vocal quartets. Section 4 closes with conclusions and perspectives for future work.

## 2. Proposed Method

In this section, we present a system for multi-pitch detection and voice assignment applied to audio recordings of polyphonic vocal music (where the number of voices is known a priori) that integrates an acoustic model with a music language model. First, we describe the acoustic model, a spectrogram factorization process based on probabilistic latent component analysis (PLCA). Then, we present the music language model, an HMM-based voice assignment model. Finally, a joint model is proposed for the integration of these two components. Figure 1 illustrates the proposed system pipeline.


Figure 1. Proposed system diagram.

### 2.1. Acoustic Model

The acoustic model is a variant of the spectrogram factorisation-based model proposed in [21]. The model's primary goal is to explore the factorization of an input log-frequency spectrogram into components that have a close connection with singing characteristics such as voice type and the vocalization of different vowel sounds. We formulate the model dictionary templates into a six-dimensional tensor, representing log-frequency index, singer source, pitch, tuning deviation with 20 cent resolution, vowel type and voice type. Similarly to [9], the singer source and vowel type parameters constrain the search space into a mixture-of-subspaces, clustering a large variety of singers into a small number of categories. In this model, the voice type parameter corresponds to the vocal part (SATB), where each vocal part is linked to a distinct set of singers (the singer source). For details on the dictionary construction, see Section 2.1.2. As time-frequency representation, we use a normalised variable-Q transform (VQT) spectrogram [39] with a hop size of 20 ms and 20-cent frequency resolution. For convenience, we have chosen a pitch resolution that produces an integer number of bins per semitone (five in this case) and is also close to the range of just noticeable differences in musical intervals [40]. The input VQT spectrogram is denoted as $X_{\omega, t} \in \mathbb{R}^{\Omega \times T}$, where $\omega$ denotes log-frequency and $t$ time. In the model, $X_{\omega, t}$ is approximated by a bivariate probability distribution $P(\omega, t)$, which is in turn decomposed as:

$$
\begin{equation*}
P(\omega, t)=P(t) \sum_{s, p, f, o, v} P(\omega \mid s, p, f, o, v) P_{t}(s \mid p) P_{t}(f \mid p) P_{t}(o \mid p) P(v) P_{t}(p \mid v) \tag{1}
\end{equation*}
$$

where $P(t)$ is the spectrogram energy (known quantity) and $P(\omega \mid s, p, f, o, v)$ is the fixed pre-extracted spectral template dictionary. The variable $s$ denotes the singer index (out of the collection of singer subjects used to construct the input dictionary); $p \in\{21, \ldots, 108\}$ denotes pitch in Musical Instrument Digital Interface (MIDI) scale; $f$ denotes tuning deviation from 12-tone equal temperament in 20-cent resolution $(f \in\{1, \ldots, 5\}$, with $f=3$ denoting ideal tuning); $o$ denotes the vowel type; and $v$ denotes
the voice type (e.g., soprano, alto, tenor, bass). The contribution of specific singer subjects from the training dictionary is modelled by $P_{t}(s \mid p)$, i.e., the singer contribution per pitch over time. $P_{t}(f \mid p)$ is the tuning deviation per pitch over time, and finally, $P_{t}(o \mid p)$ is the time-varying vowel contribution per pitch. (Although $P_{t}(o \mid p)$ is not explicitly used in this proposed approach, it is kept to ensure consistency with the Real World Computing (RWC) audio dataset [41] structure (see Section 2.1.2).) Unlike in [21] (which uses $P_{t}(v \mid p)$ ), this model decomposes the probabilities of pitch and voice type as $P(v) P_{t}(p \mid v)$. That is, $P(v)$ can be viewed as a mixture weight that denotes the overall contribution of each voice type to the whole input recording, and $P_{t}(p \mid v)$ denotes the pitch activation for a specific voice type (e.g., SATB) over time.

The factorization can be achieved by the expectation-maximization (EM) algorithm [42], where the unknown model parameters $P_{t}(s \mid p), P_{t}(f \mid p), P_{t}(o \mid p), P_{t}(p \mid v)$ and $P(v)$ are iteratively estimated. In the expectation step, we compute the posterior as:

$$
\begin{equation*}
P_{t}(s, p, f, o, v \mid \omega)=\frac{P(\omega \mid s, p, f, o, v) P_{t}(s \mid p) P_{t}(f \mid p) P_{t}(o \mid p) P(v) P_{t}(p \mid v)}{\sum_{s, p, f, f, v} P(\omega \mid s, p, f, o, v) P_{t}(s \mid p) P_{t}(f \mid p) P_{t}(o \mid p) P(v) P_{t}(p \mid v)} \tag{2}
\end{equation*}
$$

In the maximization step, each unknown model parameter is then updated using the posterior from Equation (2):

$$
\begin{align*}
& P_{t}(s \mid p) \propto \sum_{f, o, v, \omega} P_{t}(s, p, f, o, v \mid \omega) X_{\omega, t}  \tag{3}\\
& P_{t}(f \mid p) \propto \sum_{s, o, v, \omega} P_{t}(s, p, f, o, v \mid \omega) X_{\omega, t}  \tag{4}\\
& P_{t}(o \mid p) \propto \sum_{s, f, v, \omega} P_{t}(s, p, f, o, v \mid \omega) X_{\omega, t}  \tag{5}\\
& P_{t}(p \mid v) \propto \sum_{s, f, o, \omega} P_{t}(s, p, f, o, v \mid \omega) X_{\omega, t}  \tag{6}\\
& P(v) \propto \sum_{s, f, o, p, \omega, t} P_{t}(s, p, f, o, p \mid \omega) X_{\omega, t} \tag{7}
\end{align*}
$$

The model parameters are randomly initialised, and the EM algorithm iterates over Equations (2)-(7). In our experiments, we use 30 iterations, as this ensures that the model will converge; in practice, the model converges after about 18 iterations. In order to promote temporal continuity, we apply a median filter to the $P_{t}(p \mid v)$ estimate across time, before its normalisation at each EM iteration, using a filter span of 240 ms , a duration of approximately half of one beat in Allegro tempo.

### 2.1.1. Acoustic Model Output

The output of the acoustic model is a semitone-scale pitch activity tensor for each voice type and a pitch shifting tensor, given by $P(p, v, t)=P(t) P(v) P_{t}(p \mid v)$ and $P(f, p, v, t)=P(t) P(v) P_{t}(p \mid v) P_{t}(f \mid p)$, respectively. By stacking together slices of $P(f, p, v, t)$ for all values of $p$, we can create a 20 -cent resolution time-pitch representation for each voice type $v$ :

$$
\begin{equation*}
P\left(f^{\prime}, v, t\right)=P\left(f^{\prime}(\bmod 5)+1,\left\lfloor\frac{f^{\prime}}{5}\right\rfloor+21, v, t\right) \tag{8}
\end{equation*}
$$

where $f^{\prime} \in\{0, \ldots, 439\}$ denotes pitch in 20 -cent resolution. The voice-specific 20 -cent resolution pitch activation output is given by $P\left(f^{\prime}, v, t\right)$, and the overall multi-pitch activations without voice assignment are given by $P\left(f^{\prime}, t\right)=\sum_{v} P\left(f^{\prime}, v, t\right)$. The 20-cent resolution multi-pitch activations $P\left(f^{\prime}, t\right)$ are converted into multi-pitch detections, represented by a binary matrix $\boldsymbol{B}\left(f^{\prime}, t\right)$, through a binarisation
process with a fixed threshold $L_{t h}$. Specifically, pitch activations whose values are greater than $L_{t h}$ are set to one in matrix $\boldsymbol{B}$, while all others are set to zero.

This binarised matrix $\boldsymbol{B}\left(f^{\prime}, t\right)$ is then post-processed in order to obtain more accurate pitch activations. In this step, we scan each time frame of the matrix $B$, replacing the pitch candidates by the position of spectrogram peaks detected from $X_{\omega, t}$ and that are validated by a minimum pitch distance rule:

$$
\begin{equation*}
\left(\Delta_{\text {peaks }}\left(\boldsymbol{X}_{t}, \boldsymbol{B}\left(f^{\prime}, t\right)\right)<T_{1}\right) \vee\left(\Delta_{\text {peaks }}\left(\boldsymbol{X}_{t}, \boldsymbol{B}\left(f^{\prime}, t-1\right)\right)<T_{2}\right), \tag{9}
\end{equation*}
$$

where $\boldsymbol{B}\left(f^{\prime}, t\right)$ represents each binarised pitch activation at time frame $t$. The function $\Delta_{\text {peaks }}$ in (9) indicates the minimum pitch distance between the selected list of peak candidates in $X_{t}$ and each pitch candidate $\boldsymbol{B}\left(f^{\prime}, t\right)$ and $\boldsymbol{B}\left(f^{\prime}, t-1\right)$, respectively. In our experiments, we use $T_{1}=1$ and $T_{2}=3$, based on density distributions of $\left|\Delta_{\text {peaks }}\right|$, which were estimated from measurements in our datasets using the pitch ground truth. The use of the previous frame $(t-1)$ helps to keep the temporal continuity when a pitch candidate is eventually removed by the $L_{t h}$ threshold.

### 2.1.2. Dictionary Extraction

Dictionary $P(\omega \mid s, p, f, o, v)$ with spectral templates from multiple singers is built based on English pure vowels (monophthongs), such as those used in the solfège system of learning music: $\mathrm{Do}, \mathrm{Re}, \mathrm{Mi}$, $\mathrm{Fa}, \mathrm{Sol}, \mathrm{La}, \mathrm{Ti}$ and Do. The dictionaries use spectral templates extracted from solo singing recordings in the Musical Instrument Sound subset of the Real World Computing (RWC) database (RWC-MDB-I-2001 Nos. 45-49) [41]. The recordings contain sequences of notes following a chromatic scale, where the range of notes varies according to the tessitura of distinct vocal parts. Each singer sings a scale in five distinct English vowels (/a/, /æ/, /i/, /b/, /u/). In total, we have used 15 distinct singers: 9 male and 6 female, consisting of 3 human subjects for each voice type (bass, baritone, tenor, alto, soprano).

Although the aim of this work is the transcription of vocal quartets, we keep the spectral templates from all five voice types in the dictionary because we do not know in advance the voice types present in each audio recording. This decision allows the dictionary to cover a wider variety of vocal timbres during the spectral decomposition, although not all of the resulting voice assignment probabilities will be used during its integration with the music language model for a single song. Rather, our model dynamically aligns one of the dictionary's voice types to each vocal part in a song. This dynamic dictionary alignment is based on the music language model's voice assignments and is discussed further in Section 2.3.

The fundamental frequency $\left(f_{0}\right)$ sequence from each monophonic recording is estimated using the Probabilistic YIN (PYIN) algorithm [43]. Afterwards, the time-frequency representation is extracted using the VQT, with 60 bins per octave. A spectral template is extracted for each frame, regarding the singer source, vowel type and voice type. In order to incorporate multiple estimates from a common pitch, the set of estimates that fall inside the same pitch bin are replaced by its metrically-trimmed mean, discarding $20 \%$ of the samples as possible outliers. The use of the metrically-trimmed mean aims to reduce the influence of possible pitch inaccuracies obtained from the automatic application of the PYIN algorithm. However, there is no guarantee that the final estimate will be free of eventual outliers. The set of spectral templates is then pre-shifted across log-frequency in order to support tuning deviations for $\pm 20$ and $\pm 40$ cent and are stored into a six-dimensional tensor matrix $P(\omega \mid s, p, f, o, v)$. Due to the available data from the chromatic scales, the resulting dictionary $P(\omega \mid s, p, f, o, v)$ has some pitch templates missing, as shown in Figure 2a.

To address the aforementioned issue, we have investigated alternative ways to fill out the missing templates in the dictionary, including spectrum estimation by replication [14,44], linear and nonlinear interpolation and a generative process based on Gaussian mixture models (inspired by [45,46]). Following experimentation, we have chosen the replication approach, where existing templates belonging to the same dictionary are used to fill in the missing parts of the pitch scale, as this has been shown to achieve the best performance [47]. In this approach, the spectral shape of a given pitch $p_{n}$ is repeated (with the appropriate log-frequency shift) over all subsequent pitches
$p \in\left[p_{n+1}, p_{m-1}\right]$ until another template is found (the pitch template $p_{m}$ ). Figure 2 b illustrates the resulting dictionary templates of one singer example (vowel /a/) from our audio dataset, following the above replication process.


Figure 2. Example from an /a/ vowel utterance (one singer) templates: (a) original templates from the variable-Q transform (VQT) spectrogram; (b) revised dictionary templates following replication.

### 2.2. Music Language Model

The music language model attempts to assign each detected pitch to a single voice based on musicological constraints. It is a variant of the HMM-based voice separation approach proposed in [37], where the main change is to the emission function (here it is probabilistic, while in the previous work, it was deterministic). The model separates sequential sets of multi-pitch activations into monophonic voices (of type SATB) based on three principles: (1) consecutive notes within a voice tend to occur on similar pitches; (2) there are minimal temporal gaps between them; and (3) voices are unlikely to cross.

The observed data for the HMM are notes generated from the acoustic model's binarised 20-cent resolution multi-pitch activations $\boldsymbol{B}\left(f^{\prime}, t\right)$, where each activation generates a note $n$ with pitch $\operatorname{Pitch}(n)=\left\lfloor\frac{f^{\prime}}{5}\right\rfloor$, onset time $\operatorname{On}(n)=t$ and offset time $\operatorname{Off}(n)=t+1$. Duplicates are discarded in the case where two 20-cent resolution detections refer to the same semitone pitch. $O_{t}$ represents this set of observed notes at frame $t$.

### 2.2.1. State Space

In the HMM, a state $S_{t}$ at frame $t$ contains a list of $M$ monophonic voices $V_{i}, 1 \leq i \leq M . M$ is set via a parameter, and in this work, we use $M=4$. In the initial state $S_{0}$, all of the voices are empty, and at each frame, each voice may be assigned a single note (or no note). Thus, each voice contains the entire history of the notes, which have been assigned to it from Frame 1 to $t$. This is necessary because the note history is used in the calculation of the transition probabilities (Section 2.2.2); however, it causes the theoretical state space of our model to blow up exponentially. Therefore, instead of using precomputed transition and emission probabilities, we must use transition and emission probability functions, presented in the following sections.

Conceptually, it is helpful to think of each state as simply a list of $M$ voices. Thus, each state transition is calculated based on the voices in the previous state (though some of the probability calculations require knowledge of individual notes).

### 2.2.2. Transition Function

A state $S_{t-1}$ has a transition to state $S_{t}$ if and only if each voice $V_{i} \in S_{t-1}$ can either be transformed into the corresponding $V_{i} \in S_{t}$ by assigning to it a single note with onset time $t$, or if it is identical to the corresponding $V_{i} \in S_{t}$.

This transition from $S_{t-1}$ to $S_{t}$ can be represented by the variable $T_{S_{t-1}, N_{t}, W_{t}}$, where $S_{t-1}$ is the original state, $N_{t}$ is a list of every note with onset time $t$ assigned to a voice in $S_{t}$ and $W_{t}$ is a list of integers, each representing the voice assignment index for the corresponding note $N_{t}$. Specifically, $N_{t}$ and $W_{t}$ are of equal length, and the $i$-th integer in $W_{t}$ represents the index of the voice to which the $i$-th note in $N_{t}$ is assigned in $S_{t}$. Notice that here, $N_{t}$ only contains those observed notes that are assigned to a voice in $S_{t}$, rather than all observed notes.

The HMM transition probability $P\left(S_{t} \mid S_{t-1}\right)$ is defined as $P\left(T_{S_{t-1}, N_{t}, W_{t}}\right)$ :

$$
\begin{equation*}
P\left(T_{S_{t-1}, N_{t}, W_{t}}\right)=\Psi\left(W_{t}\right) \prod_{i=1}^{\left|N_{t}\right|} C\left(S_{t-1}, n_{i}, w_{i}\right) P\left(V_{w_{i}}, n_{i}\right) \tag{10}
\end{equation*}
$$

The first term in the above product is a function representing the voice assignment probability and is defined as follows:

$$
\Psi(W)=\prod_{j=1}^{M} \begin{cases}P_{v} & j \in W  \tag{11}\\ 1-P_{v} & j \notin W\end{cases}
$$

Here, the parameter $P_{v}$ is the probability that a given voice contains a note in a frame.
$C\left(S_{t-1}, n, w\right)$ is a penalty function used to minimize the voice crossings, which are rare, though they do sometimes occur. It returns by default one, but its output is multiplied by a parameter $P_{\text {cross }}$-representing the probability of a voice being out of pitch order with an adjacent voice-for each of the following cases that applies:

1. $w>1$ and $\operatorname{Pitch}\left(V_{w-1}\right)>\operatorname{Pitch}(n)$
2. $w<M$ and $\operatorname{Pitch}\left(V_{w+1}\right)<\operatorname{Pitch}(n)$

These cases in fact provide the definition for precisely what constitutes two voices being "out of pitch order". For example, if the soprano voice contains a note at a lower pitch than the alto voice in a given frame, the soprano voice is said to be out of pitch order. Cases 1 and 2 apply when a note is out of pitch order with the preceding or succeeding voice in the state, respectively. Pitch $(V)$ represents the pitch of a voice and is calculated as a weighted sum of the pitches of its most recent $l$ (a parameter) notes, where each note's weight is twice the weight of the previous note. Here, $n_{i}$ refers to the $i$-th note assigned to voice $V$.

$$
\begin{equation*}
\operatorname{Pitch}(V)=\frac{\sum_{i=0}^{\min (l,|V|)}\left(2^{i} \operatorname{Pitch}\left(n_{|V|-i}\right)\right)}{\sum_{i=0}^{\min (l,|V|)} 2^{i}} \tag{12}
\end{equation*}
$$

$P(V, n)$ represents the probability of a note $n$ being assigned to a voice $V$ and is the product of a pitch score and a gap score.

$$
\begin{equation*}
P(V, n)=\operatorname{pitch}(V, n) \operatorname{gap}(V, n) \tag{13}
\end{equation*}
$$

The pitch score, used to minimise melodic jumps within a voice, is computed as shown in Equation (14), where $\mathcal{N}(\mu, \sigma, x)$ represents a normal distribution with mean $\mu$ and standard deviation $\sigma$ evaluated at $x$, and $\sigma_{p}$ is a parameter. The gap score is used to prefer temporal continuity within a voice and is computed using Equation (15), where $\operatorname{Off}(V)$ is the offset time of the most recent note in $V$, and $\sigma_{g}$ and $g_{\min }$ are parameters. Both $\Delta_{p}$ and $\Delta_{g}$ return one if $V$ is empty.

$$
\begin{gather*}
\operatorname{pitch}(V, n)=\mathcal{N}\left(\operatorname{Pitch}(V), \sigma_{p}, \operatorname{Pitch}(n)\right)  \tag{14}\\
\operatorname{gap}(V, n)=\max \left(\ln \left(-\frac{\operatorname{On}(n)-\operatorname{Off}(V)}{\sigma_{g}}+1\right)+1, g_{\text {min }}\right) \tag{15}
\end{gather*}
$$

### 2.2.3. Emission Function

A state $S_{t}$ emits a set of notes with onset at time $t$, with the constraint that a state containing a voice with a note at onset time $t$ must emit that note. The probability of a state $S_{t}$ emitting the note set $O_{t}$ is shown in Equation (16), using the voice posterior $P_{t}(v \mid p)$ from the acoustic model.

$$
P\left(O_{t} \mid S_{t}\right)=\prod_{n \in O_{t}} \begin{cases}P_{t}(v=i \mid p=\rho(n)) & n \in V_{i} \in S_{t}  \tag{16}\\ 1 & \text { otherwise }\end{cases}
$$

Notice that a state is not penalised for emitting notes not assigned to any of its voices. This allows the model to better handle false positives from the multi-pitch detection. For example, if the acoustic model detects more than $M$ pitches, the state is allowed to emit the corresponding notes without penalty. We do, however, penalise a state for not assigning a voice any note during a frame, but this is handled by $\Psi(W)$ from Equation (11).

### 2.2.4. Inference

To find the most likely final state given our observed note sets, we use the Viterbi algorithm [48] with beam search with beam size $b$. That is, after each iteration, we save only the $b=50$ most likely states given the observed data to that point, in order to handle the complexity of the HMM. A simple two-voice example of the HMM being run discriminatively can be found in Figures 3 and 4 .


Figure 3. An example of an input to the music language model given a simple song with only two voices. Here, for each detected pitch, there are two bars, representing the relative value of $P_{t}(p \mid v)$ for each voice at that frame. (The upper voice is shown in red and the lower voice is shown in blue.) The ground truth voice assignment for each detected note is given by a check mark next to the bar representing the correct voice. Notice that there is a false positive pitch detection at Pitch 41 at Frame 3.

Figure 3 shows example input pitch detections, where empty grid cells represent pitches that have not passed the PLCA's post-processing binarisation step, and the bars in the other cells represent relative values of $P_{t}(p \mid v)$ for each colour-coded voice. (The upper voice is shown in red and the lower voice is shown in blue.) There is a check mark next to the bar representing the ground-truth voice assignment for each detected pitch. Notice that there is no check mark in the cell representing Pitch 41 at Frame 3, indicating a false positive pitch detection.

Figure 4 shows the HMM decoding process of the input from Figure 3, using a beam size of two and two voices. Notes are represented as "[pitch, frame]" and are colour-coded based on their ground truth voice assignment. (Notes belonging to the upper voice are shown in red and notes belonging to the lower voice are shown in blue.) Again, notice false positive pitch detection [41,3]. In this figure, the emission sets $O_{t}$ are shown on the bottom, and the boxes below each $O_{t}$ node list the emitted notes in decreasing pitch order. Meanwhile, the voices contained by a state at each time step are listed in the boxes above each $S_{t}$ node, where voices are listed in decreasing pitch order and are separated by braces. The most likely state hypothesis at each time step is on the bottom row, and each state box (except for
$S_{0}$ ) has an incoming arrow indicating which prior state hypothesis was used to transition into that state. Those state hypotheses with an entirely correct voice assignment are represented by a thick border.


Figure 4. An example of the music language model being run on the detected pitches from Figure 3 with a beam size of two and two voices. Notes are represented as "[pitch,frame]" and are colour-coded based on their ground truth voice assignment. (Notes belonging to the upper voice are shown in red and notes belonging to the lower voice are shown in blue.) The observed note sets are listed beneath each $O_{t}$. Notice the false positive pitch detection $[41,3]$ in $O_{3}$. The two most likely state hypotheses at each step are listed in the large rectangles above each state $S_{t}$, where the voices are notated with braces. The most likely state hypothesis at each step appears on the bottom row, and each state has an incoming arrow indicating which prior state hypothesis was used to transition into that state. Those state hypotheses with an entirely correct voice assignment are represented by a thick border.

Initially, $S_{0}$ contains two empty voices. Next, $O_{1}$ is seen, and the most likely voice assignment is also the correct one, assigning the pitches to the voices in decreasing pitch order. The second hypothesis for $S_{1}$ is very unlikely: the two voices are out of pitch order with each other, and its values of $P_{t}(p \mid v)$ are lower than the correct assignments. Thus, once $O_{2}$ is seen at Frame 2, that hypothesis drops out, and both hypothesis $S_{2}$ states transition from the most likely $S_{1}$ state. However, due to noisy $P_{t}(p \mid v)$ estimates from the PLCA, the most likely $S_{2}$ contains an incorrect assignment for the note [42,2], while the second $S_{2}$ hypothesis is correct. In $S_{3}$, however, these hypotheses flip back, resulting in the correct overall voice assignment for this example input. Notice that the false positive pitch detection $[41,3]$ is not assigned to any hypothesis state since its values of $P_{t}(p \mid v)$ are relatively small. Meanwhile, the $P_{t}(p \mid v)$ estimates from the PLCA for the other two pitches are quite good and allow the HMM to correct itself (assuming good parameter settings), judging that the voice $\{[43,1]$, $[42,2],[43,3]\}$ in the higher voice is more likely than the voice $\{[40,1],[42,2],[40,3]\}$ in the lower voice, even given the noisy $P_{t}(p \mid v)$ estimates for the note $[42,2]$.

### 2.3. Model Integration

In this section, we describe the integration of the acoustic model and the music language model into a single system that jointly performs multi-pitch detection and voice assignment from audio. The pitch activations $P_{t}(p \mid v)$ for each voice type from the PLCA dictionary (bass, tenor, baritone, alto and soprano) are quite noisy, resulting in very low accuracy for voice assignment, as can be seen from our results (Table 1, row Schramm and Benetos [21]). However, we have found that a good prior distribution for $P_{t}(p \mid v)$ can drive the spectrogram factorisation towards a more meaningful voice
assignment. This prior is given by the music language model, and its integration into the system pipeline is performed in two stages.

Table 1. Voice assignment results, where standard deviations are shown in parentheses. The post-processing refinement step described in Section 2.1.1 was also run on the output of all cited methods. For those that do not output any voice assignment information (Klapuri [49], Salamon and Gomez [50], Vincent et al. [4] and Pertusa and Iñesta [51]), the music language model was run once on its output with default settings and $M=4$. VOCAL4-MP represents our proposed method with the acoustic model only. For VOCAL4-MP and [21], voice assignments are derived from each model's probabilistic voice assignment estimates ( $P_{t}(v \mid p)$ for [21] and $P_{t}(p \mid v)$ for VOCAL4-MP). VOCAL4-VA refers to our fully-integrated model.

| Model | Bach Chorales |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $F_{v a}$ | $F_{s}$ | $F_{a}$ | $F_{t}$ | $F_{b}$ |
| Klapuri [49] | 28.12 (4.38) | 24.23 (10.28) | 22.98 (11.85) | 29.35 (12.43) | 35.92 (10.97) |
| Salamon and Gomez [50] | 24.83 (5.31) | 30.03 (12.63) | 25.24 (10.92) | 21.09 (9.91) | 22.95 (9.30) |
| Vincent et al. [4] | 18.30 (4.87) | 13.43 (7.03) | 15.52 (6.50) | 17.14 (6.77) | 27.10 (8.44) |
| Pertusa and Iñesta [51] | 44.05 (4.60) | 40.18 (11.28) | 43.34 (7.38) | 41.54 (7.02) | 50.56 (6.16) |
| Schramm and Benetos [21] | 20.31 (3.40) | 20.42 (5.36) | 21.27 (4.75) | 14.49 (1.37) | 25.05 (2.12) |
| VOCAL4-MP | 21.84 (9.37) | 12.99 (11.23) | 10.27 (10.13) | 22.72 (6.72) | 41.37 (9.41) |
| VOCAL4-VA | 56.49 (10.48) | 52.37 (12.92) | 49.13 (11.22) | 53.10 (11.71) | 71.38 (6.06) |
| Model | Barbershop Quartets |  |  |  |  |
|  | $F_{v a}$ | $F_{s}$ | $F_{a}$ | $F_{t}$ | $F_{b}$ |
| Klapuri [49] | 20.90 (5.79) | 2.53 (4.82) | 29.02 (13.25) | 7.94 (7.48) | 44.09 (14.26) |
| Salamon and Gomez [50] | 20.38 (6.61) | 11.14 (10.27) | 35.14 (14.04) | 8.44 (8.22) | 26.81 (13.69) |
| Vincent et al. [4] | 19.13 (8.52) | 10.20 (8.25) | 17.97 (9.03) | 15.93 (8.85) | 32.41 (12.41) |
| Pertusa and Iñesta [51] | 37.19 (8.62) | 30.68 (13.94) | 36.15 (11.70) | 29.15 (13.90) | 52.78 (10.37) |
| Schramm and Benetos [21] | 23.98 (4.34) | 24.45 (6.36) | 31.61 (6.79) | 13.55 (2.18) | 26.34 (2.03) |
| VOCAL4-MP | 18.35 (7.56) | 2.40 (5.54) | 10.56 (13.92) | 16.61 (7.31) | 43.85 (3.46) |
| VOCAL4-VA | 49.06 (14.65) | 41.78 (18.78) | 34.62 (16.29) | 35.59 (16.93) | 84.25 (6.58) |

Since multi-pitch detections from the acoustic model are the input for the music language model, spurious detections can result in errors during the voice separation process. Therefore, in the first stage, we run the EM algorithm using only the acoustic model from Section 2.1 for 15 iterations to allow for convergence to stable multi-pitch detections. Next, the system runs for 15 more EM iterations, this time also using the music language model from Section 2.2. During each EM iteration in this second stage, the acoustic model is run first, and then, the language model is run on the resulting multi-pitch detections. To integrate the two models, we apply a fusion mechanism inspired by the one used in [52] to improve the acoustic model's pitch activations based on the resulting voice assignments.

The output of the language model is introduced into the acoustic model as a prior to $P_{t}(p \mid v)$. During the acoustic model's EM updates, Equation (6) is modified as:

$$
\begin{equation*}
P_{t}^{\text {new }}(p \mid v)=\alpha P_{t}(p \mid v)+(1-\alpha) \phi_{t}(p \mid v), \tag{17}
\end{equation*}
$$

where $\alpha$ is a weight parameter controlling the effect of the acoustic and language model and $\phi$ is a hyperparameter defined as:

$$
\begin{equation*}
\phi_{t}(p \mid v) \propto P_{t}^{a}(p \mid v) P_{t}(p \mid v) \tag{18}
\end{equation*}
$$

$P_{t}^{a}(p \mid v)$ is calculated from the most probable final HMM state $S_{t_{\max }}$ using the pitch score $\Delta_{p}(V, n)$ from the HMM transition function of Equation (14). For $V$, we use the voice $V_{v} \in S_{t_{\max }}$ as it was at frame $t-1$, and for $n$, we use a note at pitch $p$. The probability values are then normalised over all pitches per voice. The pitch score returns a value of one when the $V$ is an empty voice (thus becoming
a uniform distribution over all pitches). The hyperparameter of Equation (18) acts as a soft mask, reweighing the pitch contribution of each voice based on detected pitches from the previous iteration.

Performance depends on a proper alignment between the voice types present in each song and the voice types present in the PLCA dictionary. Therefore, we dynamically assign one of the five voice types present in the dictionary (see Section 2.1.2) to each of the voices extracted by the music language model. During the first integrated EM iteration, the acoustic model's voice probabilities $P_{t}(p \mid v)$ are set to a uniform distribution upon input to the music language model. Additionally, we cannot be sure which voice types are present in a given song, so we run the language model with $M=5$. Here, the acoustic model's detections contain many overtones, and we do not want to simply use $M=4$, because many of the overtones are actually assigned a slightly greater probability than the correct notes by the acoustic model. Rather, the overtones tend to be higher in pitch than the correct notes and, thus, are almost exclusively assigned to the fifth voice by the HMM. These decisions combined allow the music language model to drive the acoustic model towards the correct decomposition without being influenced by the acoustic model's initially noisy voice type probabilities.

After this initial HMM iteration, we make the dynamic dictionary voice type assignments using the following equation:

$$
\begin{equation*}
\operatorname{VoiceType}\left(V_{i}\right)=\underset{v}{\arg \max } \sum_{p, t} P_{t}(p \mid v) P_{t}^{a}\left(p \mid V_{i}\right) \tag{19}
\end{equation*}
$$

such that each voice $V_{i}$ from the HMM is assigned the voice type $v$ from the dictionary that gives the greatest correlation between the (initial, non-uniform) PLCA voice probabilities $P_{t}(p \mid v)$ and the HMM voice priors $P_{t}^{a}\left(p \mid V_{i}\right)$. This alignment procedure begins with the HMM's lowest voice and performs a greedy search, such that for each subsequent voice, the arg max only searches over those dictionary voice types not already assigned to a lower HMM voice. This dynamic dictionary voice type assignment allows the model to decide which voice types are present in a given song at runtime. For all subsequent iterations, this voice type assignment is saved and used during integration. Additionally, the HMM is now run with $M=4$, and the voice type assignment is used to ensure that the PLCA output $P_{t}(p \mid v)$ estimates correspond to the correct voice indices in the HMM. This dynamic dictionary type alignment is a novel feature of the proposed model compared to our previous work [38].

We also place certain constraints on the HMM during its first iteration. Specifically, where $O_{t}$ is the set notes observed at frame $t$ : (1) if $\left|O_{t}\right| \leq M$, each note in $O_{t}$ must be assigned to a voice in $S_{t}$; and (2) if $\left|O_{t}\right|>M$, the voices in $S_{t}$ must contain exactly the $M$ most likely pitch activations from $O_{t}$, according to the $P(p, t)$ from the acoustic model, where ties are broken such that lower pitches are considered more likely (since overtones are the most likely false positives).

The final output of the integrated system is a list of the detected pitches at each time frame that are assigned to a voice in the most probable final HMM state $S_{t_{\max }}$, along with the voice assignment for each after the full 30 EM iterations. Figure 6 shows an example output of the integrated system and is discussed more in depth in Section 3.4.

## 3. Evaluation

### 3.1. Datasets

We evaluate the proposed model on two datasets of a capella recordings: one of 26 Bach chorales and another of 22 barbershop quartets, in total 104 minutes. (Original recordings are available at http:/ /www.pgmusic.com/bachchorales.htm and http://www.pgmusic.com/barbershopquartet.htm respectively.) These are the same datasets used in [21], allowing for a direct comparison between it and the acoustic model proposed in Section 2.1. Each file is in wave format with a sample rate of 22.05 kHz and 16 bits per sample. Each recording has four distinct vocal parts (SATB), with one part per channel. The recordings from the barbershop dataset each contain four male voices, while the Bach chorale recordings each contain a mixture of two male and two female voices.

A frame-based pitch ground truth for each vocal part was extracted using a monophonic pitch tracking algorithm [43] on each individual monophonic track with default settings. Experiments are conducted using the mix down of each audio file with polyphonic content, not the individual tracks.

### 3.2. Evaluation Metrics

We evaluate the proposed system on both multi-pitch detection and voice assignment using the frame-based precision, recall and F-measure as defined in the Music Information Retrieval Evaluation eXchange (MIREX) multiple-F0 estimation evaluations [53], with a frame hop size of 20 ms .

The F-measure obtained by the multi-pitch detection is denoted as $F_{m p}$, and for this, we combine the individual voice ground truths into a single ground truth for each recording. For voice assignment, we simply use the individual voice ground truths and define voice-specific F-measures of $F_{s}, F_{a}, F_{t}$ and $F_{b}$ for each respective SATB vocal part. We also define an overall voice assignment F-measure $F_{v a}$ for a given recording as the arithmetic mean of its four voice-specific F-measures.

### 3.3. Training

To train the acoustic model, we use recordings from the RWC dataset [41] to generate the six-dimensional dictionary of log-spectral templates specified in Section 2.1, following the procedure described in Section 2.1.2.

For all parameters in the music language model, we use the values reported in [37] that were used for voice separation in the fugues, except that we double the value of $\sigma_{p}$ to eight to better handle noise from the acoustic model. We also introduce two new parameters to the system: the voice crossing probability $P_{\text {cross }}$ and the voice assignment probability $P_{v}$. We use MIDI files of 50 Bach chorales, available at http:/ / kern.ccarh.org/ (none of which appear in the test set), splitting the notes into $20-\mathrm{ms}$ frames, and measure the proportion of frames in which a voice was out of pitch order with another voice and the proportion of frames in which each voice contains a note. This results in values of $P_{\text {cross }}=0.006$ and $P_{v}=0.99$, which we use for testing.

To train the model integration weight $\alpha$, we use a grid search on the range $[0.1,0.9]$ with a step size of 0.1, maximising $F_{v a}$ for each of our datasets. Similarly, the value of the threshold $L_{t h}$ that is used for the binarisation of the multi-pitch activations in Section 2.1.1 is based on a grid search on the range [0.0, 0.1] with a step size of 0.01 , again maximising $F_{v a}$ for each dataset. To avoid overfitting, we employ cross-validation, using the parameter settings that maximise the chorales' $F_{v a}$ when evaluating the barbershop quartets, and vice versa; nonetheless, the resulting parameter settings are the same for both datasets: $\alpha=0.1$ and $L_{t h}=0.01$.

### 3.4. Results

We use five baseline methods for evaluation: Vincent et al. [4], which uses an adaptive spectral decomposition based on NMF; Pertusa and Iñesta [51], which selects candidates among spectral peaks, validating candidates through additional audio descriptors; Schramm and Benetos [21], a PLCA model for multi-pitch detection from multi-singers, similar to the acoustic model of our proposed system, although it also includes a binary classifier to estimate the final pitch detections from the pitch activations; as well as two multi-pitch detection methods from the Essentia library [54]: Klapuri [49], which sums the amplitudes of harmonic partials to detect pitch presence; and Salamon and Gomez [50], which uses melodic pitch contour information to model pitch detections. For all five of these methods, we also run the post-processing refinement step described in Section 2.1.1 on their output.

We evaluate the above systems against two versions of our proposed model: VOCAL4-MP, using only the acoustic model described in Section 2.1; and VOCAL4-VA, using the fully-integrated model.

From the multi-pitch detection results in Table 2, it can be seen that our integrated model VOCAL4-MP achieves the highest $F_{m p}$ on both datasets. In fact, VOCAL4-VA outperforms VOCAL4-MP substantially, indicating that the music language model is indeed able to drive the acoustic model to a more meaningful factorisation.

Table 2. Multi-pitch detection results, where standard deviations are shown in parentheses. The post-processing refinement step described in Section 2.1.1 was also run on the output of all cited methods. VOCAL4-MP represents our proposed method with the acoustic model only, while VOCAL4-VA refers to our fully-integrated model.

| Model | Bach Chorales | Barbershop Quartets |
| :--- | :---: | :---: |
| Klapuri [49] | $54.62(3.00)$ | $48.24(4.50)$ |
| Salamon and Gomez [50] | $49.52(5.18)$ | $45.22(6.94)$ |
| Vincent et al. [4] | $53.58(6.27)$ | $51.04(8.52)$ |
| Pertusa and Iñesta [51] | $67.19(3.82)$ | $63.85(6.69)$ |
| Schramm and Benetos [21] | $71.03(3.33)$ | $70.84(6.17)$ |
| VOCAL4-MP | $63.05(3.12)$ | $59.09(5.07)$ |
| VOCAL4-VA | $\mathbf{7 1 . 7 6}(\mathbf{3 . 5 1 )}$ | $\mathbf{7 5 . 7 0}(\mathbf{6 . 1 8 )}$ |

For voice assignment, using each baseline method above that does not output any voice assignment information (Klapuri [49], Salamon and Gomez [50], Vincent et al. [4] and Pertusa and Iñesta [51]), we run our music language model once on its output with default settings and $M=4$, after the post-processing refinement step. Meanwhile, for Schramm and Benetos [21], as well as VOCAL4-MP, the voice assignments are derived from each model's probabilistic voice assignment estimates $\left(P_{t}(v \mid p)\right.$ for [21] and $P_{t}(p \mid v)$ for VOCAL4-MP).

The voice assignment results are shown in Table 1, where it is shown that VOCAL4-VA outperforms the other models, suggesting that a language model is necessary for the task. It is also clear that integrating the language model as we have (rather than simply including one as a post-processing step) leads to greatly improved performance. Specifically, notice that the difference in performance between our model and the baseline methods is much greater for voice separation than for multi-pitch detection, even though we applied our language model to those baseline methods' results as post-processing.

Also interesting to note is that our model performs significantly better on the bass voice than on the other voices. While this is also true of many of the baseline methods, for none of them is the difference as great as with our model. Overtones are a major source of errors in our model, and the bass voice avoids these since it is almost always the lowest voice.

A further investigation into our model's performance can be found in Figure 5, which shows all of the VOCAL4-VA model's F-measures, averaged across all songs in the corresponding dataset after each EM iteration. The first thing to notice is the large jump in performance at Iteration 15 , when the language model is first integrated into the process. This jump is most significant for voice assignment, but is also clear for multi-pitch detection. The main source of the improvement in multi-pitch detection is that the music language model helps to eliminate many false positive pitch detections using the integrated pitch prior. In fact, the multi-pitch detection performance improves again after the 16th iteration and then remains relatively stable throughout the remaining iterations.

The voice assignment results follow a similar pattern, though without the additional jump in performance after Iteration 16. In the Bach chorales, the voice separation performance even continues to improve until the end of all 30 iterations. For the barbershop quartets, however, the performance increases until Iteration 20, before decreasing slightly until the end of the process. This slight decrease in performance over the final 10 iterations is due to the alto and soprano voices: $F_{b}$ and $F_{t}$ each remain stable over the final 10 iterations, while $F_{a}$ and $F_{s}$ each decrease. This difference is likely explained by the acoustic model not being able to properly decompose the alto and soprano voices. The barbershop quartets have no true female voices (i.e., each part is sung by a male vocalist), but the template dictionary's alto and soprano voices are sung by female vocalists; thus, the alto and soprano parts must be estimated through a rough approximation of a spectral basis combination of female voices. Such a rough approximation could be the cause of our model's difficulty in decomposing the alto and soprano voices in the barbershop quartets.


Figure 5. The VOCAL4-VA model's F-measures after each EM iteration, averaged across all songs in each dataset. (a) Bach chorales; (b) barbershop quartets.

Figure 6 illustrates the output of our proposed system, run on excerpts from both the Bach chorale ( a , left) and barbershop quartet ( b , right) datasets, for the joint multi-pitch detection and voice assignment tasks. Figure 6(a1),(b1) show the ground truth, using colour to denote vocal part; Figure 6(a2),(b2) show the probabilistic pitch detections from the acoustic model after the 30th EM iteration, summed over all voices $\left(\sum_{v=1}^{5} P_{t}(p \mid v)\right.$ ), where a darker shade of gray indicates a greater probability; Figure 6(a3),(b3) present the final output of the integrated system, again using colour to denote vocal part.

As mentioned earlier, the bass voice assignment outperforms all other voice assignments in almost all cases, since false positive pitch detections from the acoustic model often correspond with overtones from lower notes that occur in the same pitch range as the correct notes from higher voices. These overtone errors are most commonly found in the soprano voice, for example at around 105 seconds in the Bach chorale excerpt and around 64.5 seconds in the barbershop quartet excerpt, where Figure 6(a2),(b2) clearly show high probabilities for these overtones. It is clear from Figure 6(a3),(b3) that such overtone errors in the soprano voice also lead to voice assignment errors in the lower voices since our system can now assign the correct soprano pitch detections to the alto voice, alto to tenor and tenor to bass.

Another common source of errors (for both multi-pitch detection and voice assignment) is vibrato. The acoustic model can have trouble detecting vibrato, and the music language model prefers voices with constant pitch over voices alternating between two pitches, leading to many off-by-one errors in pitch detection. Such errors are evident throughout the Bach chorale excerpt, particularly in the tenor voice towards the beginning where our system detects mostly constant pitches (both in the acoustic model output and the final output) while the ground truth contains some vibrato. Furthermore, at the end of both excerpts, there is vibrato present, and our system simply detects no pitches rather than the vibrato. This is most evident in the tenor voice of the Bach chorale, but is also evident in the soprano, alto and tenor voices of the barbershop quartet.

Excerpt from Bach Chorale dataset:
"If Thou but Suffer God to Guide Thee" (Johann Sebastian Bach)

(a1)

(a2)

(a3)

Excerpt from Barbershop Quartet dataset:
"It is a Long, Long Way to Tipperary" (Jack Judge and Harry H. Williams)

(b1)

(b2)

(b3)

Figure 6. Example system input and output of excerpts from the Bach Chorale (a) (left) and barbershop quartet (b) (right) datasets. (a1,b1) show the ground truth, using colour to denote vocal part (red: soprano; brown: alto; blue: tenor; green: bass). (a2,b2) show the probabilistic pitch detections from the acoustic model after the 30th EM iteration, summed over all voices $\left(\sum_{v=1}^{5} P_{t}(p \mid v)\right.$ ), where a darker shade of gray indicates a greater probability; (a3,b3) present the final output of the integrated system, again using colour to denote vocal part.

A closer look at errors from both vibrato and overtones can be found in Figure 7, which shows pitch detections (red) and ground truth (black) for the soprano voice from an excerpt of "O Sacred Head Sore Wounded" from the Bach chorales dataset. Here, errors from overtones can be seen around 108.5 seconds, where the detected pitch 54 is the second partial from the tenor voice (not shown), which is at pitch 42 at that time. Errors from vibrato are evident around 107.75 seconds and 108.6 seconds, where the pitch detections remain at a constant pitch while the ground truth switches between adjacent pitches.


Figure 7. Pitch detections (red) and ground truth (black) for the soprano voice from an excerpt of "O Sacred Head Sore Wounded" from the Bach chorales dataset, showing errors from both vibrato and overtones (from the tenor voice, not shown).

## Twenty-Cent Resolution

To further investigate our model's performance, especially on vibrato, we present its performance using 20 -cent resolution instead of semitone resolution. Specifically, we divide each semitone into five 20 cent-wide frequency bins. We convert our integrated model's final semitone-based output into these bins using a post-processing step: for each detected pitch, we assign it to the 20-cent bin with the maximum $P_{t}(f \mid p)$ value from the acoustic model's final decomposition iteration.

Results are reported in terms of a cent-based pitch tolerance. A tolerance of zero cents means that a pitch detection will only be evaluated as a true positive if it is in the correct 20 -cent bin. A tolerance of $\pm 20$ cents means that a pitch detection will be evaluated as a true positive if it is within one bin of the correct bin. In general, a tolerance of $\pm 20 k$ cents will count any pitch detection falling within $k$ bins of the correct bin as a true positive.

Figure 8 illustrates our model's performance using different tolerance levels. In general, our model's semitone-based F-measures lie in between its F-measures when evaluated 20-cent resolution at $\pm 40$-cent and $\pm 60$-cent tolerance. This does not sound too surprising as a tolerance of $\pm 50$ cents would approximate a semitone; however, we would have expected our model's performance with 20 -cent resolution to be somewhat better than its performance with semitone resolution, as it should reduce errors associated with vibrato that crosses a semitone boundary. This lack of improvement suggests that our model's difficulty in detecting vibrato is not due simply to semitone crossings, but rather, may be a more fundamental issue of vibrato itself.


Figure 8. Our proposed model's performance on each dataset using pitch tolerance levels from zero cents up to $\pm 100$ cents. (a) Bach chorales; (b) barbershop quartets.

## 4. Conclusions

In this paper, we have presented a system for multi-pitch detection and voice assignment for a cappella recordings of multiple singers. It consists of two integrated components: a PLCA-based acoustic model and an HMM-based music language model. To our knowledge, ours is the first system to be designed for the task. (Supporting Material for this work is available at http:/ /inf.ufrgs.br/ $\sim$ rschramm/projects/music/musingers.)

We have evaluated our system on both multi-pitch detection and voice assignment on two datasets: one of Bach chorales and another of barbershop quartets, and we achieve state-of-the-art performance on both datasets for each task. We have also shown that integrating the music language model improves multi-pitch detection performance compared to a simpler version of our system with only the acoustic model. This suggests, as has been shown in previous work, that incorporating such music language models into other acoustic music information retrieval tasks might also be of some benefit, since they can guide acoustic models using musicological principles.

For voice assignment, while our system performs well given the difficulty of the task, there is certainly room for improvement, given that the theoretical upper bound for our model is a perfect transcription if the acoustic model's $P_{t}(p \mid v)$ estimates are accurate enough. As overtones and vibrato constitute the main sources of errors in our system, reducing such errors would lead to a great improvement in the performance of our system. Thus, future work will concentrate on methods to eliminate such errors, for example by post-processing steps that examine more closely the spectral properties of detected pitches for overtone classification and the presence of vibrato. Another possible improvement could be found during the dynamic dictionary voice type assignment step. In particular, running a voice type recognition process as a preprocessing step may result in better performance.

We will also investigate the use of incorporating additional information from the acoustic model into the music language model to continue to improve performance. In particular, we currently do not use either the singer subject probabilities $P_{t}(s \mid p)$ or the vowel probabilities $P_{t}(o \mid p)$ at all, the values of which may contain useful voice separation information. Similarly, incorporating harmonic information such as chord and key information into the music language model could lead to a more informative prior for the acoustic model during integration. Additionally, learning a new dictionary for the acoustic model, for example an instrument dictionary, would allow our system to be applied to different styles of music such as instrumentals or those containing both instruments and vocals, and we intend to investigate the generality of our system in that context.

Another possible avenue for future work is the adaptation of our system to work on the note level rather than the frame level. The music language model was initially designed to do so, but the acoustic model and the integration procedure will have to be adapted as they are currently limited to working on a frame level. Such a note-based system may also eliminate the need for robust vibrato detection, as a pitch with vibrato would then correctly be classified as a single note at a single pitch. An additional benefit to adapting our system to work on the note level would be the ability to incorporate metrical or rhythmic information into the music language model.
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