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Abstract: This paper is aimed to obtain the instantaneous availabilities (IAs) for the two-unit series
system and parallel system with three states. By the compound Simpson formula and the compound
trapezoidal formula, we get the numerical solution of IA for the two-unit series system with three
states based on the renewal process. With four-order Runge-Kutta formula, the numerical solution of
IA for the two-unit parallel system with three states is obtained based on the Markov process.
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1. Introduction

Nowadays, availability theory plays a more and more important role in many fields, such as
information network [1], military field [2], traffic field [3] and some other basic fields [4,5]. Steady-state
availability as an important aspect of reliability theory, which representing the proportion of time
in normal state after a long run, has been studied for many years [6–8]. However, with the rapid
development of science and technology, equipment updating and out becomes faster and the
equipment service period may now be only a few years or less. Moreover, the complicated mechatronic
systems nowadays always consist of a lot of mechanical elements. The interaction of subsystems often
leads to undulations of the availability in the early use of new equipment. Therefore, the availability of
these complicated systems usually fluctuates heavily in the early stage, but this fluctuation is quite
far from the steady-state availability to be adopted for a long period by system developers and users.
This factor seriously affects their understanding of the system availability level and the evaluation of
the system performance of these complicated mechatronic systems.

Under this circumstance, the research on the instantaneous availability (IA) of complicated
mechatronic system starts to receive wide attention [9,10]. IA represents the probability that the system
is working at any point of time. With IA, we can easily know the fluctuation of availability of a system
and evaluate the performance of a system. Currently, the mathematical analysis on the IA fluctuation
of complicated mechatronic systems is unfolded from two main aspects. The first one is a study of
how to set up an IA model, solve the IA and analyze the IA fluctuation for one-unit system with
multiple states (working, delay-repair, repair, etc.) [11–13]. Traditionally, the most popular method to
assess IA has been the 2-state (working-repair) model [11]. In such case that the system failure time
and repair time follow exponential distribution, Markov process is widely used [14]. If they follow
general distribution (e.g., uniform, gamma, and Weibull distributions), the Markov renewal process
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and simulation analysis are often used [11]. Yang et al. studied the fluctuation mechanism of 3-state IA
model through simulation analysis and concluded that when parameters, including the failure time,
the maintenance time and the support delay time, follow exponential distribution, IA of system has no
fluctuation [15,16]. The second aspect is a study of how to set up an IA model, solve the IA and analyze
the IA fluctuation for multi-unit systems (series system and parallel system). Based on the renewal
model, the IA fluctuation of the two-unit series repairable system is analyzed in [17]. It turns out that
there exists no fluctuation of IA if the working time and repair time are under exponential distribution.

However, among all the literatures which we can get hold of, none of them combines these two
aspects together, i.e., studies how to set up an IA model, solve the IA and analyze the IA fluctuation
for multi-unit series repairable systems or parallel repairable systems with multiple states. So, in this
paper, we will analyze the mathematical model and IA fluctuations for the two-unit series repairable
system and parallel repairable system with three states. Firstly we will give the mathematical models
of the IAs of the series systems and the parallel systems with three states. Then the numerical solutions
of IAs will be given to analyze the fluctuations of IAs. Finally, some numerical examples will be given
to show the effectiveness of the methods in this paper.

This paper is organized as follows. In Section 2, we study the numerical solution of IA for two-unit
series system with three states. Section 3 shows the numerical solution of IA for two-unit parallel
system with three states. Section 4 concludes this paper.

2. IA for Two-Unit Series System with Three States

In this section we will establish the renewal model of IA for the two-unit series system with three
states and study the numerical solution.

2.1. Mathematical Model of IA

For establishing the renewal model of IA for the two-unit series system with three states,
the system must meet the following assumptions.

Assumption 1. Each unit i, (i = 1, 2) has the working time Xi, the delay-repair time Wi and the repair time
Yi, which are subject to the following exponential functions:

Xi ∼ Fi(t) = 1− e−λit, (1)

Wi ∼Wi(t) = 1− e−µit, (2)

Yi ∼ Gi(t) = 1− e−νit, (3)

where λi is the fault rate, µi delay-repair rate and νi repair rate.

Note that the electronic units are always interfered by internal or external factors and easily lead
to various types of failure, which always is the main reason for the failure of mechatronic system.
The lifetime of the units generally follows exponential distribution [18]. Moreover, the maintenance
time of system is generally under exponential, Weibull, logarithmic normal distribution [19].
For simplification, assume that repair time and delay-repair time are under exponential distribution.

Assumption 2. We suppose that all units are new at the beginning. Besides, the unit will be new
after maintenance.

According to the assumptions above, the renewal process of the two-unit series system with three
states is established by the failure time X1, X2, the delay-repair time W1, W2 and the repair time Y1, Y2

and is shown in Figure 1. {ξk + ϕk + χk, k = 1, 2, ..., n} is the renewal process. ξk is the failure time of
the series system, which means ξk = minXi. The delay-repair time ϕk and the repair time χk rely on ξk,
which means that ϕk = Wi, χk = Yi when ξk = Xi, i = 1, 2.



Appl. Sci. 2018, 8, 1759 3 of 13

Figure 1. The renewal process of the two-unit series system with three states.

Based on the renewal process, we can obtain IA of the two-unit series system with three states
as follows:

A(t) =P(X(t) = 1|the system is new at the beginning)

=P(X(t) = 1, ξ1 > t|the system is new at the beginning)

+ P(X(t) = 1, ξ1 ≤ t < ξ1 + ϕ1 + χ1|the system is new at the beginning)

+ P(X(t) = 1, ξ1 + ϕ1 + χ1 ≤ t|the system is new at the beginning).

(4)

From (4) we can know that A(t) consists of three parts:
The first part is

P(X(t) = 1, ξ1 > t|the system is new at the beginning)

=1− P(ξ1 ≤ t|the system is new at the beginning)

=1− (P(X1 ≤ X2, X1 ≤ t|the system is new at the beginning)

+ P(X2 ≤ X1, X2 ≤ t|the system is new at the beginning))

=1− (
∫ t

0
e−λ2uλ1e−λ1udu +

∫ t

0
e−λ1vλ2e−λ2vdv)

=e−(λ1+λ2)t.

(5)

The second part is

P(X(t) = 1, ξ1 ≤ t < ξ1 + ϕ1 + χ1|the system is new at the beginning) = 0. (6)

The third part is

P(X(t) = 1, ξ1 + ϕ1 + χ1 ≤ t|the system is new at the beginning)

=
∫ t

0
P(X(t) = 1|the system is new at the beginning, ξ1 + ϕ1 + χ1 = u)dP(ξ1 + ϕ1 + χ1 ≤ u)

=
∫ t

0
P(X(t) = 1|the system is new at time u)dP(ξ1 + ϕ1 + χ1 ≤ u)

=
∫ t

0
P(X(t− u) = 1|the system is new at the beginning)P′(ξ1 + ϕ1 + χ1 ≤ u)du

(7)

Let Q(u) = P(ξ1 + ϕ1 + χ1 ≤ u), so the renewal equation is as follows:

A(t) = e−(λ1+λ2)t +
∫ t

0
A(t− u)Q′(u)du. (8)

For Q′(t) in (8), we have

Q′(t) =P′(ξ1 + ϕ1 + χ1 ≤ t) = P(ξ1 + ϕ1 + χ1 = t)

=P(X1 ≤ X2, X1 + W1 + Y1 = t) + P(X2 ≤ X1, X2 + W2 + Y2 = t)

=
∫ t

0
e−λ2uP′(W1 + Y1 ≤ t− u)λ1e−λ1udu +

∫ t

0
e−λ1uP′(W2 + Y2 ≤ t− u)λ2e−λ2udu

=λ1

∫ t

0
P′(W1 + Y1 ≤ t− u)e−(λ1+λ2)udu + λ2

∫ t

0
P′(W2 + Y2 ≤ t− u)e−(λ1+λ2)udu.

(9)
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Meanwhile we have

P′(W1 + Y1 ≤ t) = P(W1 + Y1 = t) =
∫ t

0
u1e−u1(t−u)v1e−v1udu =

µ1ν1

ν1 − µ1
(e−µ1t − e−ν1t), (10)

P′(W2 + Y2 ≤ t) = P(W2 + Y2 = t) =
∫ t

0
u2e−u2(t−u)v2e−v2udu =

µ2ν2

ν2 − µ2
(e−µ2t − e−ν2t). (11)

2.2. Numerical Solution and Error Analysis

When the failure time Xi, the delay-repair time Wi and the repair time Yi obey ordinary exponential
distribution, it is difficult to get the analytic expression of A(t), so we will use numerical method to
obtain A(t). In the following, we will introduce some definitions and lemmas.

Definition 1 ([20]). Divide the interval [a, b] into n equivalent. Let xk = a + kh, h =
b− a

n
(k = 0, 1, ..., n),

then apply trapezoidal formula on f (x) in the interval [xk, xk + 1], (k = 0, 1, ..., n− 1)

I =
∫ b

a
f (x)dx =

n−1

∑
k=0

∫ xk+1

xk

f (x)dx ≈
n−1

∑
k=0

h
2
[ f (xk) + f (xk+1)] + Rn( f )

= Tn + Rn( f ),

(12)

where Rn( f ) is reminder and

Tn =
h
2
[ f (a) + 2

n−1

∑
k=0

f (xk) + f (b)] (13)

is called the compound trapezoidal formula.

Lemma 1 ([20]). The reminder of the compound trapezoidal formula is

Rn( f ) = − b− a
12

h2 f ′′(η), (14)

which means the error of compound trapezoidal formula is O(h2).

Definition 2 ([20]). Divide the interval [a, b] into n equivalent. Let xk = a + kh, h =
b− a

n
(k = 0, 1, ..., n),

then apply Simpson formula to f (x) in the interval [xk, xk + 1], (k = 0, 1, ..., n− 1)

I =
∫ b

a
f (x)dx =

n−1

∑
k=0

∫ xk+1

xk

f (x)dx ≈
n−1

∑
k=0

h
6
[ f (xk) + 4 f (

xk + xk+1
2

) + f (xk+1)] + Rn( f )

= Sn + Rn( f ),

(15)

where Rn( f ) is reminder and

Sn =
h
6
[ f (a) + 4

n−1

∑
k=0

f (
xk + xk+1

2
) +

n−1

∑
k=1

f (xk) + f (b)] (16)

is called the compound Simpson formula.

Lemma 2 ([20]). The reminder of the compound Simpson formula is

Rn( f ) = − b− a
2880

h4 f (4)(η). (17)
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which means that the error of the compound Simpson formula is O(h4).

Lemma 3 (discrete Gronwall inequation [21]). If discrete series {wn : n = 0, ..., N} satisfy

wn ≤ A + h
n

∑
k=1

Bkwk, n = 0, ..., N, (18)

where A, Bk(k = 1, ..., N) are nonnegative constant; h =
1
N

and h max
1≤k≤N

(Bk) ≤
1
2

. Then

max
0≤n≤N

|wn| ≤ A · e
2h

N
∑

k=1
Bk

. (19)

Next, according to the definitions and lemmas above, we will obtain A(t) for the two-unit series
system with three states. For obtaining A(t), we will apply the compound Simpson formula and
compound trapezoidal to the two integrals in the renewal Equations (8)–(11) respectively to transport
the renewal equation into discrete equations. The specific steps are as follows:

STEP 1: Apply the compound Simpson formula to Q′(t). Divide the interval [0, T] into n equivalent.

Let 0 = t0 < t1 < ... < tn−1 < tn = t, h =
T
n

, then apply compound Simpson formula

to Q′(t).
STEP 2: Apply the compound trapezoidal formula to

∫ ti
0 A(u)Q′(ti − u)du. Same as the division in

STEP 1, we apply the compound trapezoidal formula to
∫ ti

0 A(u)Q′(ti − u)du, therefore we
can obtain

∫ ti

0
A (u) Q′ (t− u) du ≈ h

2

[
A (t0) Q′ (ti − t0) + 2

i−1

∑
k=1

A (tk) Q′ (ti − tk) + A (ti) Q′ (ti − ti)

]
. (20)

STEP 3: Bring
∫ ti

0 A(u)Q′(ti − u)du into A (t) = e−(λ1+λ2)t +
∫ t

0 A (u) Q′ (t− u) du, then we can get

A (ti) ≈ Ã (ti) = F (ti) +
h
2

[
A (t0) Q′ (ti−0) + 2

i−1

∑
k=1

A (tk) Q′ (ti−k) + A (ti) Q′ (ti−i)

]
. (21)

Then (21) can be rewritten as follows

(I − h
2

Q̃)Ã = F, (22)

where

Ã =


Ã (t0)

Ã (t1)

Ã (t2)
...

Ã (t0)

 , F =


F (t0)

F (t1)

F (t2)
...

F (tn)

 , Q̃ =


0

Q′ (t1) Q′ (t0)

Q′ (t2) 2Q′ (t1) Q′ (t0)
...

Q′ (tn) 2Q′ (tn−1) · · · 2Q′ (t1) Q′ (t0)

 . (23)

According to (22), we can obtain the approximate value A(ti), and thus we can get the numerical
solution of A(t).
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Error Analysis

On one hand, according to the steps above and combined with Definition 2, Equation (8) can be
rewritten as follows:

A (ti) = e−(λ1+λ2)ti +
h
2

[
A (t0) Q′ (ti − t0) + 2

i−1

∑
k=1

A (tk) Q′ (ti − tk) + A (ti) Q′ (ti − ti)

]
+ O

(
h2
)

. (24)

Then based on Lemma 2, the error of the compound Simpson formula is O(h4), thus

Q′ (t) = Q̃′ (t) + O
(

h4
)

, (25)

where Q̃′ (t) is the approximate value of Q′ (t). Bring (25) into (24), then we can obtain

A (ti) = e−(λ1+λ2)ti +
h
2
[A (t0) (Q̃′ (ti − t0) + O

(
h4
)
) + 2

i−1

∑
k=1

A (tk) (Q̃′ (ti − tk) + O
(

h4
)
) + O(h2). (26)

On the other hand, the expression of Ã (ti) which is the approximate value of A (ti) is

Ã (ti) = e−(λ1+λ2)ti +
h
2
[Ã (t0) (Q̃′ (ti − t0)) + 2

i−1

∑
k=1

Ã (tk) (Q̃′ (ti − tk)) + Ã (ti) (Q̃′ (0))]. (27)

Therefore,

∣∣∣A (ti)− Ã (ti)
∣∣∣ ≤h

2

[∣∣∣A (t0)− Ã (t0)
∣∣∣ ∣∣Q̃′ (ti − t0)

∣∣+ 2
i−1

∑
k=1

∣∣∣A (tk)− Ã (tk)
∣∣∣ ∣∣Q̃′ (ti − tk)

∣∣
+
∣∣∣A (ti)− Ã (ti)

∣∣∣ ∣∣Q̃′ (t0)
∣∣+ ∣∣∣∣∣A (t0) + 2

i−1

∑
k=1

A (tk) + A (ti)

∣∣∣∣∣ ∣∣∣O(h4)
∣∣∣]+ ∣∣∣O(h2)

∣∣∣
≤hL

i

∑
k=0

∣∣∣A (tk)− Ã (tk)
∣∣∣+ T

∣∣∣O(h4)
∣∣∣+ ∣∣∣O(h2)

∣∣∣ ,

where L = max
0≤k≤n

∣∣∣Q̃′(tk)
∣∣∣. Then based on Lemma 3, we can get

max
0≤i≤n

∣∣∣A (ti)− Ã (ti)
∣∣∣ ≤ He2TL, (28)

where H = T
∣∣O(h4)

∣∣+ ∣∣O(h2)
∣∣. It is obvious that when h tends to be zero, the error tends to be zero.

2.3. Numerical Simulation

In this subsection, we will use two numerical examples to show the validity of our result and
check whether there exist IA fluctuations for two-unit series system with three states.

Case 1. We assume the fault, delay-repair and repair rates are as follows:

λ1 = 1, µ1 = 1, ν1 = 1,

λ2 = 2, µ2 = 1, ν2 = 2.

Then following the steps in Section 2.2, we can obtain the IA shown in the Figures 2 and 3:
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Figure 2. The curve of IA for case 1.

Case 2. We assume the fault, delay-repair and repair rates are as follows:

λ1 = 1, µ1 = 1, ν1 = 1,

λ2 = 2, µ2 = 5, ν2 = 2.

Then we can obtain the IA as follows:

time t
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Figure 3. The curve of IA for case 2.

We can easily find from Figures 2 and 3 that there exists IA fluctuation in Case 1 but Case 2 does
not. According to two cases, we can draw the conclusion that IA for the two-unit series system with
three states has fluctuation under certain conditions.

3. IA for Two-Unit Parallel System with Three States

When the system is working, the unit cannot be repaired immediately when it is down, so there
usually exists the delay-repair time. Three states (up, delay-repair and repair) is more realistic than
two states(up and down). In this section, we will analyze the fluctuation of IA for two-unit parallel
system with three states.
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3.1. Mathematical Model of IA

According to [22], for establishing the Markov model of IA for the two-unit parallel system with
three states, the system must meet the following assumptions.

Assumption 3. Each unit has its own maintenance equipment, when the unit is down, its maintenance
equipment will repair the unit immediately.

Assumption 4. Each unit i has the working time Xi, the delay-repair time Wi and repair time Yi (i = 1, 2),
which are subject to the following exponential functions

Xi ∼ Fi(t) = 1− e−λit, (29)

Wi ∼Wi(t) = 1− e−νit, (30)

Yi ∼ Gi(t) = 1− e−µit, (31)

where λi is the fault rate, µi delay-repair rate and νi repair rate.

Assumption 5. After maintenance of the unit, it will be as new and we suppose that at the beginning all units
are new.

Under these assumptions, we can get all states of the system:

state 0: unit 1 and unit 2 are up.
state 1: unit 1 is up, unit 2 is delay-repair.
state 2: unit 1 is delay-repair, unit 2 is up.
state 3: unit 1 is up, unit 2 is repaired.
state 4: unit 1 is repaired, unit 2 is up.
state 5: unit 1 is delay-repair, unit 2 is delay-repair.
state 6: unit 1 is delay-repair, unit 2 is repaired.
state 7: unit 1 is repaired, unit 2 is delay-repair.
state 8: unit 1 is repaired, unit 2 is repaired.

The state transition diagram is shown in Figure 4.
According to [22], for this Markov process, we have the state transfer probability function

as follows

P00(∆t) = 1− (λ1 + λ2)∆t + o(∆t), P01(∆t) = λ2∆t + o(∆t), P02(∆t) = λ1∆t + o(∆t),
P11(∆t) = 1− (λ1 + ν2)∆t + o(∆t), P13(∆t) = v2∆t + o(∆t), P15(∆t) = λ1∆t + o(∆t),
P22(∆t) = 1− (λ2 + v1)∆t + o(∆t), P24(∆t) = v1∆t + o(∆t), P25(∆t) = λ2∆t + o(∆t),
P30(∆t) = µ2∆t + o(∆t), P33(∆t) = 1− (λ1 + µ2)∆t + o(∆t), P36(∆t) = λ1∆t + o(∆t),
P40(∆t) = µ1∆t + o(∆t), P44(∆t) = 1− (λ2 + µ1)∆t + o(∆t), P47(∆t) = λ2∆t + o(∆t),
P55(∆t) = 1− (v1 + v2)∆t + o(∆t), P56(∆t) = v2∆t + o(∆t), P57(∆t) = v1∆t + o(∆t),
P62(∆t) = u2∆t + o(∆t), P66(∆t) = 1− (v1 + u2)∆t + o(∆t), P68(∆t) = v1∆t + o(∆t),
P71(∆t) = u1∆t + o(∆t), P77(∆t) = 1− (v2 + u1)∆t + o(∆t), P78(∆t) = v2∆t + o(∆t),
P83(∆t) = u1∆t + o(∆t), P84(∆t) = u2∆t + o(∆t), P88(∆t) = 1− (u1 + u2)∆t + o(∆t),

(32)

and the elements mij of the transfer rate matrix M satisfies
lim

∆t→0

Pij(∆t)
∆t

= mij i 6= j,

lim
∆t→0

−1− Pii(∆t)
∆t

= mii.
(33)
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So the transfer rate matrix M is as follows

M = −



λ1 −λ2 −λ1 0 0 0 0 0 0
0 λ1 + v2 0 −v2 0 −λ1 0 0 0
0 0 λ2 + v1 0 −v1 −λ2 0 0 0
−u2 0 0 λ1 + u2 0 0 −λ1 0 0
−u1 0 0 0 λ2 + u1 0 0 −λ2 0

0 0 0 0 0 v1 + v2 −v2 −v1 0
0 0 −u2 0 0 0 v1 + u2 0 −v1

0 −u1 0 0 0 0 0 v+u1 −v2

0 0 0 −u1 −u2 0 0 0 u1 + u2


(34)

Let P(t) = (P0(t), P1(t), P2(t), P3(t), P4(t), P5(t), P6(t), P7(t), P8(t)), where Pi (t) , i = 0, 1, 2, 3,
denote the probability that state i occur at time t. So the ordinary differential equation of P(t) can be
obtained as follows {

P′ (t) = P (t) M,
P (0) = (1, 0, 0, 0, 0, 0, 0, 0, 0).

(35)

For the parallel system, when the system is in state E (E = 0, 1, 2, 3, 4), the system is up. Combined
with (35), if we can obtain P(t), then we have A(t) as

A(t) = P0(t) + P1(t) + P2(t) + P3(t) + P4(t). (36)

Figure 4. The state transition diagram of two-unit parallel system with three states.

3.2. Numerical Solution and Error Analysis

Because the dimension of the matrix M is large, it is difficult to get the analytic solutions of
IA. Therefore we will calculate out the numerical solution of A(t). Next we will use four-order
Runge-Kutta formula to get IA for the two-unit parallel system with three states.

Lemma 4 ([20]). For the ordinary differential equation with initial value
dy
dx

= f (x, y),

y (x0) = a,
(37)
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Four-order Runge-Kutta formula is as follows

yn+1 = yn +
1
6

h (k1 + 2k2 + 2k3 + k4),

k1 = f (xn, yn) ,

k2 = f
(

xn +
1
2

h, yn +
1
2

hk1

)
,

k3 = f
(

xn +
1
2

h, yn +
1
2

hk2

)
,

k4 = f (xn + h, yn + hk3) .

(38)

The error of four-order Runge-Kutta formula is O(h5).

Now we will apply four-order Runge-Kutta formula to (35) to get A(t). According to Lemma 4,
we have 

P(ti+1) = P(ti) +
1
6

h(k1 + 2k2 + 2k3 + k4),

k1 = (P(ti))M,

k2 = (P(ti) +
1
2

hk1)M,

k3 = (P(ti) +
1
2

hk2)M,

k4 = (P(ti) + hk3)M.

(39)

Therefore P(ti) can be obtained, so that numerical solution of A(t) can be gotten as follows:

A(ti) = P0 (ti) + P1 (ti) + P2 (ti) + P3 (ti) + P4 (ti) , (40)

and the error of A(t) is O(h5).

3.3. Numerical Simulation

In this subsection, we will use two numerical examples to show the validity of our result and
check whether there exist IA fluctuations for two-unit parallel system with three states.

Case 3. We assume the fault, delay-repair and repair rates are as follows:

λ1 = 1, µ1 = 1, ν1 = 1,

λ2 = 1, µ2 = 1, ν2 = 1.

Then following the steps in Section 3.2, we can obtain the IA shown in the Figures 5 and 6:
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Figure 5. The curve of IA for case 3.

Case 4. We assume the fault, delay-repair and repair rates are as follows:

λ1 = 0.1, µ1 = 0.1, ν1 = 1,

λ2 = 1, µ2 = 1, ν2 = 1.

Then we can obtain the IA as follows:

time t
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Figure 6. The curve of IA for case 4.

We can easily find from Figures 5 and 6 that there exists IA fluctuation in Case 3 but Case 4 does
not. According to two cases, we can draw the conclusion that IA for the two-unit parallel system with
three states has IA fluctuation under certain conditions.

4. Conclusions

In this paper, we have present how to set up an IA model, solve the IA and analyze the IA
fluctuation for two-unit series repairable systems and parallel repairable systems with three states.
Firstly, based on the renewal process, we get the numerical expression of IA for the two-unit series
system with three states. Then based on the Markov process, the numerical solution of IA for the
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two-unit parallel system with three states is obtained. The numerical simulation shows that there
exist IA fluctuations for both two-unit series and parallel system under certain conditions. However,
the reason why there exist IA fluctuations for two-unit series and parallel system with three states
and how to reduce or eliminate fluctuations are still unclear. An in-depth study of the fluctuation
mechanism is needed and we are focusing on it. Moreover, the IAs for systems under non-exponential
distribution have not been studied. These problems will be studied in our future papers.
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