
applied  
sciences

Article

Numerical Analysis of a Moderate Fire inside a
Segment of a Subway Station

Rodrigo Díaz 1, Hui Wang 1,2 , Herbert Mang 1,2, Yong Yuan 2 and Bernhard Pichler 1,*
1 Institute for Mechanics of Materials and Structures, TU Wien—Vienna University of Technology,

Karlsplatz 13/202, 1040 Vienna, Austria; rodrigo_diaz92@hotmail.com (R.D.);
hui.wang@tuwien.ac.at (H.W.); herbert.mang@tuwien.ac.at (H.M.)

2 College of Civil Engineering, Tongji University, Shanghai 200092, China; yuany@tongji.edu.cn
* Correspondence: bernhard.pichler@tuwien.ac.at

Received:25 September 2018; Accepted: 26 October 2018; Published: 1 November 2018
����������
�������

Abstract: A 1:4 scaled fire test of a segment of a subway station is analyzed by means of
three-dimensional Finite Element simulations. The first 30 min of the test are considered to be
representative of a moderate fire. Numerical sensitivity analyses are performed. As regards
the thermal boundary conditions, a spatially uniform surface temperature history and three
different piecewise uniform surface temperature histories are used. As regards the material
behavior of concrete, a temperature-independent linear-elastic model and a temperature-dependent
elasto-plastic model are used. Heat transfer within the reinforced concrete structure is simulated first.
The computed temperature evolutions serve as input for thermomechanical simulations of the fire
test. Numerical results are compared with experimental measurements. It is concluded that three
sources of uncertainties render the numerical simulation of fire tests challenging: possible damage of
the structure prior to testing, the actual distribution of the surface temperature during the test and the
time-dependent high-temperature behavior of concrete. In addition, the simulations underline that
even a moderate fire represents a severe load case, threatening the integrity of the reinforced concrete
structure. Tensile cracking is likely to happen at the inaccessible outer surface of the underground
structure. Thus, careful inspection is recommended even after non-catastrophic fires.

Keywords: thermomechanical analysis; moderate fire; finite element simulations

1. Introduction

Structural engineers are interested in the load-carrying behavior of reinforced concrete (RC)
structures exposed to fires. Research on the high-temperature performance of RC structures involves
the entire field of engineering sciences, dealing with the thermal degradation of concrete [1–3],
the underlying hygro-thermo-chemo-mechanical couplings [4,5], transport of heat and moisture [6–8],
the transient thermal strain of concrete [9–11], also referred to as load-induced thermal strains [12],
spalling of concrete [13–15], the interaction between concrete and steel rebars [16–18] and the
interaction between different RC elements that are connected to form RC structures.

These interactions were studied by means of experiments and/or numerical analyses. As for
structural elements, related studies have been devoted to normal-strength concrete columns with
circular cross-sections [19], high-strength concrete columns with quadratic cross-sections [20–22],
RC beams, either unprotected [23] or protected by fiber-reinforced polymer laminates [24],
high-performance self-compacting concrete slabs with superabsorbent polymers and polypropylene
fibers [25], T-shaped beams, made of high-strength reinforced concrete [26] and prefabricated RC
segments for linings of shield tunnels [27]. As for entire RC structures, testing and/or simulations
were carried out for RC slabs resting on steel frames [28], slab-column connections, made of
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reinforced concrete [29], composite slabs with, as well as without a supporting secondary beam [30],
RC frame structures [31–33], the Channel Tunnel between France and the United Kingdom [2,13],
other monolithic tunnel linings with cross-sections in the form of a segment of a circle [34,35] , of an
ellipse [36] and in the form of a double box [37], a segmental tunnel ring of a metro tunnel [38] and the
twin-tube cross-section of the immersed tunnel of the Hong Kong-Zhuhai-Macao-Bridge [39].

The present study refers to another interesting structure: a segment of a subway station.
It represents a statically indeterminate RC structure, consisting of a top slab, a bottom slab, two lateral
walls and two columns connecting the top and bottom slabs. A 1:4-scale model of this structure was
tested by Lu et al. [40]. Before the fire test, the structure was subjected to mechanical loads, simulating
a combination of in situ ground pressure, water pressure, as well as dead and live loads that occur in
the tunnel under service conditions. These loads were kept constant throughout the subsequent fire
test. During this test, the temperature of the air in the interior of the tested structure was increased
according to a prespecified temperature history. The performance of the structure was monitored
during the test by means of temperature sensors (“thermocouples”) and strain gauges.

The aforementioned studies refer to catastrophic fire scenarios with maximum temperatures
typically larger than 1000 ◦C. Such disasters are fortunately rare events, whereas moderate fires
happen much more frequently [41]. Thereby, the expression “moderate fire” refers to a scenario that
develops initially like a catastrophic fire disaster, but is stopped by fire fighters early enough so that
the structure is not damaged severely. Consequently, moderate fires are, at least from the structural
viewpoint, non-catastrophic events. Because of their frequency, however, they deserve more attention
from structural engineers. This is setting the scene for the present study.

Here, the first 30 min of the fire test by Lu et al. [40] are analyzed, based on three-dimensional
Finite Element simulations using the commercial software Abaqus FEA 2016 [42]. This period of time
is chosen since it is representative of a moderate fire. Heat transfer in the analyzed reinforced concrete
structure is simulated first. The obtained temperature field histories are subsequently used as the basis
for thermomechanical analyses of the load-carrying behavior of the tested structure during the fire test.
The specific challenges of these two types of simulations refer to:

• the boundary conditions required for the analysis of the heat transfer problem and
• the material behavior of concrete, subjected to both mechanical loading and elevated temperatures.

Both items involve significant uncertainties. This provides the motivation for corresponding
sensitivity analyses. They are described in the following.

Regarding the thermal boundary conditions, the first approach is based on prescribing one specific
temperature history at the entire interior surface of the structure. The prescribed temperature evolution
is set equal to the average of the readings of two temperature sensors, which were positioned at a
distance of 2 mm from the heated surface. One sensor was located inside the top slab and the other one
inside the right wall. In the second approach, the heated inner surface of the structure is subdivided
into three sub-regions. Each of them is subjected to a uniform distribution of a specific temperature
history. The three required temperature histories are selected, in the context of model updating, such
that satisfactory agreement between simulation results and temperature measurements is obtained.

The material behavior of concrete is simulated as either temperature-independent and
linear-elastic or temperature-dependent and elasto-plastic. For the latter simulation, the Concrete
Damaged Plasticity (CDP) model of Abaqus FEA is used [42]. Thereby, the nonlinear constitutive
behavior of concrete and steel, including their temperature-induced degradation, agree with the
recommendations by the Eurocode 2 [43] and the fib Model Code [44].

Results obtained from the described structural sensitivity analyses will allow for an assessment of
the relative importance of thermal boundary conditions and the material behavior of concrete. This is
important for structural engineers whose research efforts are devoted to dealing with large uncertainties
that still exist in this research area. In addition, the simulation results will allow for providing
recommendations regarding the inspection of RC structures after non-catastrophic fire events.
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The present paper is organized as follows. In Section 2, experimental data from the scaled fire test
of an underground reinforced concrete structure are presented. In Section 3, transient simulations of the
non-stationary heat transfer in the reinforced concrete structure are described. This includes sensitivity
analyses with two different types of thermal boundary conditions. In Section 4, the load-carrying
behavior of the structure during the fire test is analyzed, based on thermomechanical numerical
simulations. This includes sensitivity analyses with two different types of material models for
concrete. In addition, the two temperature field histories of Section 3 serve as input. Thus, altogether,
four structural simulations are described. The comparison of simulation results and experimental
measurements focuses on two time instants: (i) the time instant right before the fire test (at that time,
the structure was already subjected to mechanical loading) and (ii) 30 min after the start of the fire test.
Finally, Section 5 contains a summary and conclusions.

2. Experimental Results from a Scaled Fire Test

The tested structure was inspired by a three-span two-floor reinforced concrete frame, as is
frequently used in China for subway lines; see Figure 1. The height of the floors amounts to 5950 mm
and 6190 mm, respectively, the total internal span to 20, 700 mm and the cross-sectional area of the
columns, which subdivide the frame into three cells, to 1200 mm× 800 mm. In the real structure,
the distance of neighboring columns in the axial direction of the tunnel amounts to 7500 mm.

Figure 1. Cross-sectional view (vertical cut through the structure, normal to the axis of the tunnel) of a
three-span two-floor reinforced concrete frame, providing the inspiration for fire testing in [40].

2.1. Production of the Tested Structure

Inspired by the structure illustrated in Figure 1, a model of the upper floor was tested at a scale of
1:4; see Figure 2 and [40] . The width of the tested structure was 5260 mm; its height was 1880 mm; and
its axial length was 1200 mm; see Figure 3.
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Figure 2. Setup of the large-scale fire test, taken from [40]. The specimen was placed sidelong on top of
the furnace and closed with a fire-resistant cover.

(a)

(b)

Figure 3. Geometric dimensions of the tested structure (mm): (a) cross-section and (b) perspective
representation; adapted from [40].
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The dimensions of the top slab and the lateral walls amounted to one fourth of the real dimensions.
The total length of the inner span of the structure amounted to 20.7 m/4 = 5.175 m. However, it had
to be slightly adjusted to fit the dimensions of the furnace. Thus, the inner span of the model is
4.91 m, which is equal to that of the furnace. The design of the columns was the result of the following
considerations: The scaled distance of neighboring columns in the axial direction of the tunnel
amounted to 7.5 m/4 = 1.875 m. This is by a factor of 1.5652 larger than the axial length of the tested
structure. Thus, the 1:4 scaled cross-sectional area of the columns, amounting to 300 mm× 200 mm,
had to be divided by a factor of 1.5652; see [40] for details. In order to obtain a geometrically similar
cross-section, both scaled dimensions were divided by

√
1.5652 = 1.25. Therefore, the cross-sectional

area of the columns of the tested structure amounted to 240 mm× 160 mm. Finally, the thickness of
the bottom slab was set equal to 190 mm, in order to account for the influence of the lower floor on the
stiffness of the modeled upper floor; see [40] for details.

The reinforcement ratio of the top slab, the bottom slab, the columns and the walls amounted,
by analogy to the real structure, to 1.22%, 1.19%, 2.95% and 1.76%, respectively. The reinforcement
bars had diameters of 10 mm, 12 mm and 14 mm, respectively; see Figure 4.

Figure 4. Reinforcement drawing of the tested structure (mm), taken from [40].

Temperature and strain sensors were put in place already before casting of the concrete. In this way,
the sensors were finally embedded inside the tested structure. As to be expected in fire testing [45],
some of the sensors failed during the experiment. Therefore, the following description is limited to
measurement equipment, the readings of which are considered in the present work. Thermocouples
were placed at six positions within the tested structure (Figure 5): three in the top slab (one at the
midspan of each one of the three cells), one in the right column, one in the right wall and one in the
middle cell of the bottom slab. At the selected positions, several sensors were placed at different
distances from the heated inner surface, in order to monitor the ingress of heat into the structure;
see Figure 5. The minimum cover depth of the thermocouples amounted to 2 mm.

Strain gauges were mounted to steel bars of the inner and the outer reinforcement layer.
Measurement positions were located at the top slab, at the midspan of the left cell and at the center of
the right wall; see Figure 5.

Normal concrete “C40”, with a mass density of 2373 kg/m3, was used for the production of the
tested structure; see Table 1 for the composition of the material. The stiffness and the strength of both
concrete and steel were quantified before the test, following protocols from the Chinese Standard for
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Test Method of Mechanical Properties on Ordinary Concrete [46]; see Table 2. Notably, the concrete
was tested at an age of 28 days.

Figure 5. Elements of the tested structure and positions of thermocouples and strain gauges.

Table 1. Composition of the concrete used for the tested structure.

Raw Material Content (kg/m3)

Cement (42.5 PO) 249
Tap water 176

Sand 1 (middle size) 306
Sand 2 (middle size) 458

Gravel (5–25 mm) 1013
Fly ash (Level II) 70

Admixture (ZK 904-3) 6
Blast furnace slag S95 95

Table 2. Stiffness and strength properties of concrete (age = 28 days) and steel at room temperature.

Material Compressive Strength (MPa) Yield Stress (MPa)

Concrete 36.5 –
Steel (diameter = 12 mm) – 531.9
Steel (diameter = 14 mm) – 530.2

As for the fire experiment, the tested structure was rotated by 90◦ and placed in the furnace,
such that the axial direction of the modeled tunnel segment was equal to the vertical direction.
Additional supports were used to avoid rigid body motions in horizontal planes. Four supports
prevented the displacements of the bottom ends of the walls and of the columns; see Figure 6. As for
the displacements in the horizontal direction, orthogonal to the axes of the columns, two supports
were positioned at the left wall; see Figure 6.
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Figure 6. Support and loading conditions of the tested structure, adapted from [40].

2.2. Mechanical and Thermal Loading

In order to simulate service conditions, the structure was mechanically loaded in both horizontal
directions according to the recommendations by the Chinese Standard for Metro Design [47] and
Eurocode 2 [48]. The imposed loads accounted for the effective traffic load at the surface above the
real structure (20 kN/m), the pedestrian load on both stories (4 kN/m), the earth pressure resulting
from a 3.5 m-thick layer of covering soil (specific gravity = 19 kN/m3), and the water pressure
resulting from a 0.5 m-thick layer of groundwater (specific gravity = 9.8 kN/m3). These loads were
combined, using safety factors for dead load and live loads, amounting to 1.35 and 1.40, respectively.
The resulting loading scenario was simulated by three sets of concentrated loads, referred to as P1,
P2 and P3; see Figure 6 and Table 3. They were applied in nine steps. This took 70 min. Subsequently,
the fire test was started.

Table 3. Applied mechanical loads.

P1 P2 P3

Load (kN) 192.0 151.2 120.0

During the fire test, the temperature of the air inside the cross-section was increased according
to a time-dependent temperature history (Figure 7). The latter was the result of a statistical analysis
of documented fire accidents. Within 25 min, the temperature was increased to a target value of
approximately 525 ◦C. It was kept constant thereafter. The prescribed fire load accounted for the
ventilation of the real structure, with a speed of 2.5 m/s, automatic sprinkler devices and a heat release
rate of 5 MW [40], in accordance with the Chinese Standard for Metro Design [47]. Two controlled
heat sources of the furnace were used to produce the thermal loading. The heat was transferred to the
tested structure by means of natural (unforced) convection.
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Figure 7. Temperature history of the air inside the tested structure.

2.3. Results from Structural Monitoring

The thermocouples and the strain gauges undertook readings every 20 s. Thus, the first 30 min of
the fire test were documented by 90 readings of each sensor.

The temperature close to the inner surface of the top slab, at the midspan of the right cell,
rose by approximately 90 ◦C during the first 30 min of the fire test; see Figure 8a. The temperature
decreased with increasing distance from the heated inner surface (see the four graphs in Figure 8a),
which shows the measured evolutions of temperature changes at distances of 2 mm, 30 mm, 68 mm and
106 mm from the heated inner surface. At a depth equal to or greater than 106 mm, the temperature
remained practically constant throughout the analyzed part of the fire test. A qualitatively similar,
but quantitatively different behavior was measured at the other measurement positions of the top slab,
the right wall and the bottom slab; see Figure 8d,e. At the center of the right wall, e.g., the temperature
close to the inner surface rose by about 80 ◦C, while no temperature increase was measured at depths
equal to or greater than 105 mm. The temperature of the right column was measured at its core,
at a distance of 80 mm to the nearest heated surface. Notably, the core temperature of the column
rose significantly more than that at the same depth in the slabs and the right wall. The measured
temperature evolution is, in fact, comparable with that at a depth of some 30 mm in the top slab.

The strain gauges measured deformations resulting from the mechanical loading (see the values
labeled as 0-min readings in Figure 9) and the progressive thermomechanical loading (see the evolution
of the total strains after 0 min in Figure 9). For instance, at the outer reinforcement layer of the top slab,
the strains resulting from the mechanical loading amounted to approximately −50× 10−6; see the
ordinate of the dash-dotted curve at t = 0 min. During the subsequent 30 min of the fire test, the reading
increased by approximately 150× 10−6 to approximately 100× 10−6; see the dashed-dotted graph in
Figure 9. This underlines that strains resulting from the thermal loading became the dominant part of
the total strains soon after the start of the fire test. Notably, strain changes of the inner rebar resulted
from both the eigenstrains, caused by the temperature increase, and the structural load redistributions,
induced by the thermal loading. The strain changes of the outer rebar, where the temperature remained
constant throughout the analyzed part of the fire test, resulted exclusively from redistribution of the
structural load.
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Figure 8. Measured evolutions of temperature changes: (a) top slab, at the midspan of the right cell,
(b) top slab, at the midspan of the middle cell, (c) top slab, at the midspan of the left cell, (d) center of
the right wall, (e) bottom slab, at the midspan of the middle cell, and (f) core of the right column.
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Figure 9. Measured evolutions of total strains of steel rebar: (a) top slab, at the midspan of the left cell,
and (b) center of the right wall.

3. Transient Simulation of Non-Stationary Heat Conduction

Heat conduction within the tested structure was simulated by means of three-dimensional
non-stationary Finite Element simulations using the commercial software Abaqus FEA 2016. The Finite
Element mesh (Figure 10) was the result of a convergence study. It was a satisfactory trade-off
between simulation accuracy and computational effort [49]. The mesh consisted of 139,040 linear
hexahedral brick finite elements, with eight nodes and one temperature degree of freedom per node.
These elements are referred to as “DC3D8” by Abaqus [42]. The characteristic size of the finite elements
amounted to 3 cm. Notably, there are studies [23,50] showing that the steel bars have an insignificant
influence on the heat conduction problem. For this reason, the thermal properties of concrete were
assigned to all finite elements for the simulation of the non-stationary heat conduction problem.
This analysis was only made for the analysis of heat conduction. For the subsequent thermomechanical
analysis, the specific properties of concrete and steel were assigned to the corresponding elements.

Figure 10. Three-dimensional Finite Element mesh of the analyzed structure and the Cartesian
coordinate system used.

The thermal properties of the concrete of the tested structure were unknown. As a remedy,
the values of the specific heat capacity and the thermal conductivity were estimated in accordance
with building codes [43,44,51,52] and scientific studies [53–55]; see Table 4. These values refer to
room temperature. Notably, the experimental measurements suggest that the temperature of the
structure remained below 100 ◦C during the first 30 min of the fire test (see Figure 8) and, thus, that the
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evaporable water of the concrete was not released [53,56]. This served as a motivation to assume,
in the spirit of a reductionist approach, that the thermal properties of concrete at room temperature
are a reasonable approximation throughout the entire analysis, although the thermal conductivity of
concrete decreases to some 90% of its room-temperature value, provided that the material is heated up
to 100 ◦C; see the building codes [43,44,52] and the scientific studies [1,53,55,57,58].

Table 4. Thermal properties of concrete at room temperature.

Property Value

Specific heat capacity (J/(kgK)) 900
Thermal conductivity (W/(mK)) 1.6

As regards the boundary conditions, the simulations were based on histories of temperature fields
that were prescribed at the inner and outer surfaces of the simulated structure. This approach was
appealing as it rendered a computational fluid dynamics simulation of heat transfer from the hot air
to the simulated structure dispensable. Such simulations are rather challenging, because of thermal
instabilities occurring inside the highly turbulent air flow [34,59,60]. Herein, the temperature at the
outer surface of the simulated structure was set equal to the initial temperature, Tini = 10 ◦C, throughout
the entire simulation. This agrees with the experimental measurements. As for the time-dependent
temperature field prescribed at the heated inner surface, two different strategies were implemented
within the framework of a sensitivity analysis: (i) spatially-uniform heating of the entire inner surface
of the structure and (ii) piecewise spatially-uniform heating of three sub-regions of the inner surface.

3.1. Uniform Prescription of One Temperature History

At the entire inner surface of the simulated structure, the same temperature history was prescribed;
see the blue dotted graphs, labeled “BC”, in Figure 11. The prescribed evolution of the surface
temperature was obtained by averaging the readings of the two thermocouples that were positioned at
a distance of 2 mm from the heated inner surface; see the dotted black lines in Figure 11a,d. The other
graphs shown in Figure 11a refer to the simulated (label “Sim”) or measured (label “Meas”) evolutions
of temperature changes at positions 30 mm, 68 mm and 105 mm away from the heated inner surface;
see also Figure 5.

The results of the numerical simulations (Figures 12 and 13) overestimated the experimentally
measured temperatures at the right wall, while underestimations were obtained at all other positions
that were equipped with thermocouples; see Figure 11. The largest percent underestimation, obtained
30 min after the start of the fire test, amounted to some 70% and referred to the temperature evolution
of the column; see Figure 11f. This was the motivation to refine the numerical simulations by means of
updating of the model.
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Figure 11. Cont.



Appl. Sci. 2018, 8, 2116 12 of 34

0 5 10 15 20 25 30

0

20

40

60

80

100

(c)

0 5 10 15 20 25 30

0

20

40

60

80

100

(d)

0 5 10 15 20 25 30

0

20

40

60

80

100

(e)

0 5 10 15 20 25 30

0

20

40

60

80

100

(f)

Figure 11. Comparison of simulated evolutions of the temperature inside the analyzed structure,
obtained by prescribing a spatially-uniform temperature history along the entire inner surface,
with experimental data: (a) top slab, at the midspan of the right cell, (b) top slab, at the midspan of
the middle cell, (c) top slab, at the midspan of the left cell, (d) center of the right wall (e) bottom slab,
at the midspan of the middle cell, and (f) core of the right column. Sim, simulated; Meas, measured.

Figure 12. Temperature distribution obtained by prescribing a uniform surface temperature history,
30 min after the start of the thermal loading: detail showing the connection of the left wall to the
top slab.
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Figure 13. Temperature distribution obtained by prescribing a uniform surface temperature history,
30 min after the start of the thermal loading: detail showing the central cross-section of the right column.

3.2. Piecewise Uniform Prescription of Three Specific Temperature Histories

The results of the preceding section suggested that the right column was exposed to higher surface
temperatures compared to the near-surface-measurements at the top slab and the right wall. In order
to improve the agreement between simulation results and experimental measurements, the inner
surface of the analyzed structure was subdivided into three sub-regions. In each of them, a specific
temperature history was prescribed at the inner surface in a spatially-uniform fashion. This was done
such that the symmetry of the simulated heat conduction problem was preserved.

1. The top and bottom slabs were subjected to the temperature history, measured at the midspan of
the left cell of the top slab, at a depth of 2 mm from the heated surface.

2. Both walls were subjected to the temperature history, measured at the center of the right wall, at a
depth of 2 mm from the heated surface.

3. Both columns were subjected to the temperature history imposed on the top and bottom
slabs, amplified by a fitting-factor. This was done, noting that the temperature was not
measured near the surface of the columns and that, because of their position and their larger
exposed-surface-to-volume ratio, the columns were expected to heat up faster than the slabs and
the walls. This was confirmed by the results from the previous section. Furthermore, since the
same source that heated the slabs also heated the columns, similar qualitative temperature
evolutions were assumed to occur at both positions. Setting the amplifying factor equal to 3.2
provided satisfactory agreement between the simulated and the measured temperature evolutions.

The three different prescribed temperature histories are shown as blue dotted graphs, labeled
“BC”, in Figure 14.

The simulated and measured temperatures agree well at the positions where near-surface-
measurements are available, provided that the temperature history measured at a depth of 2 mm is
prescribed as the boundary condition at the surface; see Figure 14a,d. At these positions, the maximum
difference between the simulated and the measured temperatures amounts to 3.6 ◦C and 1.4 ◦C,
respectively. This underlines the fact that the heat transfer was predominantly one-dimensional at
these positions and took place in the direction orthogonal to the heated surface.

The simulated and measured temperatures also agree well at the middle cell of the bottom
slab. Here, the maximum difference between the simulated and the measured temperatures is 2.5 ◦C.
This suggests that the two surfaces at the midspan positions of the right cell of the top slab and of the
middle cell of the bottom slab were exposed to very similar temperature histories; see Figure 14a,e.

The updated simulation (Figure 15) suggests that the temperature increase at the surface of the
right column was significantly larger than the available near-surface-measurements at the top slab and
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the right wall. In the updated simulation, the maximum surface temperature of the columns amounts
to 284 ◦C, and the difference between the simulated and the measured temperatures amounts to 3.1 ◦C.
In this context, it is emphasized that the updated simulation was simply based on constant thermal
properties of concrete (Table 4).

As for the top slab, at the midspan positions both in the middle and the left cell, also the updated
simulation does not deliver satisfactory results; see Figure 14b,c. This underlines the fact that the
thermal loading of the top slab was characterized by significant gradients of the surface temperature
across the three cells.

Good agreement between simulated and measured temperatures would likely be achieved by
amplifying, separately for the middle and the left cell, the history of the surface temperature that was
so far prescribed. The corresponding subdivision of the heated surface of the simulated structure into
five sub-regions, with a specific temperature history for each of them, could be the target of another
refinement step. Still, temperature measurements remain unavailable for the right and the left cell
of the bottom slab, the left wall and the left column. Thus, the re-analysis of the fire test inevitably
requires assumptions concerning the specific histories of the surface temperature in these regions.
Alternatively, one could fit them such that the subsequent thermomechanical simulations deliver
strains that agree well with the available strain measurements. This would result in the best-possible
reproduction of the available experimental data. However, the involved fitting process would render
the assessment of the sensitivity of simulation results with respect to the simulated material behavior
of concrete very difficult. Since this sensitivity is a central focus of the present contribution, it was
decided to stay with the two described strategies of prescribing thermal boundary conditions along the
heated inner surface of the analyzed structure and to combine them with two strategies of accounting
for the material behavior of concrete. A discussion of the simulation results in the regions of the
structure that were not equipped with thermocouples is given in Appendix A.
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Figure 14. Comparison of the simulated evolutions of the temperature inside the analyzed structure,
obtained by prescribing three piecewise spatially-uniform temperature histories along the inner surface,
with experimental data: (a) top slab, at the midspan of the middle cell, (b) top slab, at the midspan
of the right cell, (c) top slab, at the midspan of the left cell, (d) center of the right wall (e) bottom slab,
at the midspan of the middle cell, and (f) core of the right column.

Figure 15. Temperature distribution obtained by prescribing three piecewise uniform surface
temperature histories, 30 min after the start of the thermal loading: detail showing the central
cross-section of the right column.

4. Thermomechanical Simulation at Selected Time Instants

The load-carrying behavior of the tested structure was analyzed by means of three-dimensional
Finite Element simulations, using Abaqus FEA 2016. The chosen Finite Element mesh was similar
to the one used for the thermal simulations; see Figure 10. The concrete structure was modeled
by 139,040 hexahedral elements of type “C3D8R”, i.e., eight-node linear elements with reduced
integration and hourglass control, with three translational degrees of freedom per node. The steel
rebar was considered by 18,035 line elements of type “T3D2”, i.e., two-node linear three-dimensional
truss elements, with an axial displacement degree of freedom per node. Perfect bond between
concrete and steel rebar was assumed by attaching the nodes of the steel elements to the nodes of the
concrete elements.

The supports of the structure were accounted for by means of prescribing displacement boundary
conditions. Four sets of such boundary conditions were prescribed in order to prevent displacements
of the bottom ends of the walls and of the columns, in the direction of the axes of the columns;
see Figure 6. Two additional sets of displacement boundary conditions were prescribed in order to
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prevent horizontal displacements of the left wall, in the direction orthogonal to the axes of the columns;
see Figure 6.

The external mechanical loads, imposed on the structure, were accounted for by means of
prescribing traction boundary conditions. The six concentrated forces, acting on the top slab, and two
loads, acting on the right wall (Figure 6), were prescribed by means of equivalent pressures amounting
to 13.3 MPa.

The thermomechanical simulation was organized by analogy to the sequence of actions during
the analysis of the experiment. At first, the external forces were applied. While they were kept constant
thereafter, the temperature fields, computed in Section 3, were prescribed as a time-dependent input,
resulting in a transient thermomechanical loading of the structure.

Combined sensitivity analyses were carried out, in order to study the sensitivity of simulation
results with respect to uncertainties regarding the thermal loading and the material behavior of
concrete. As for the first type of sensitivity analysis, the two different temperature field histories,
computed in Section 3, were imposed on the structure, by way of two different simulations. As for the
second type of sensitivity analysis, two different types of material models were used for the simulation
of concrete. It was either modeled as a linear-elastic material with temperature-independent material
properties or as an elasto-plastic material with temperature-dependent material properties, as described
in the following.

4.1. Material Behavior of Concrete and Steel

4.1.1. Thermoelastic Properties at Room Temperature

The expected value of Young’s modulus of concrete, Ec, was estimated based on the mean value
of the experimentally-determined values of the compressive strength, fc,p = 36.5 MPa; see Table 2.
Notably, these strength values were obtained by crushing prismatic specimens with the following
dimensions: 150 mm× 150 mm× 300 mm. The corresponding mean value of the cube compressive
strength (referring to specimens with dimensions 150 mm× 150 mm× 150 mm), fc,cu, was estimated,
based on the following regulation of the Chinese Practice Manual for Design of Concrete Structures [61],

fc,cu =
fc,p

α1 α2
= 48.03 MPa , (1)

where α1 = 0.76 and α2 = 1 for the investigated concrete.
The corresponding mean value of the cylinder strength, fc,cy, was estimated, following

Eurocode 2 [48]:

fc,cy =
fc,cu

1.2
= 40.03 MPa . (2)

The sought value of Ec follows from [48] as:

Ec = 22 GPa×
(

fc,cy

10 MPa

)0.3

= 33.35 GPa . (3)

Poisson’s ratio of the concrete was set equal to 0.2, and the coefficient of thermal expansion
of concrete was chosen as 9.03 × 10−6/◦C; see also Table 5. This value was obtained as follows:
The Eurocode [43] provides formulae for the thermal strain as a function of the temperature for
different types of concrete. The considered thermal expansion coefficient refers to concrete made of
siliceous aggregates, and it was computed as the slope of the described function, evaluated at room
temperature Troom = 20 ◦C.

The values of the thermomechanical properties of steel were taken from [40]. Young’s modulus,
Poisson’s ratio and the coefficient of thermal expansion amount to 195 GPa, 0.3 and 12.2 × 10−6/◦C,
respectively; see Table 5.
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Table 5. Mechanical properties of concrete and steel at room temperature.

Property Concrete Steel

Young’s modulus (GPa) 33.4 195
Poisson’s ratio (-) 0.2 0.3
Thermal expansion coefficient (◦C−1) 9.03× 10−6 12.2× 10−6

4.1.2. Evolution of Thermoelastic Properties resulting from Thermal Loading

The evolution of the elastic stiffness, the strength and the coefficient of thermal expansion
of both concrete and steel, resulting from thermal loading up to 300 ◦C, are discussed, based on
regulations of the Eurocode [43], recommendations of the fib Model Code 2010 [44] and the results
from scientific studies [53]. This was motivated by results from the thermal simulation with piecewise
spatially-uniform histories of surface temperatures, which suggests that the maximum temperature of
the columns rose up to 280 ◦C; see Figure 14f. As regards the thermal degradation of Young’s modulus
of concrete and steel, scientific results from Bažant et al. [53] and regulations of the Eurocode [43]
were used. The reductions of Young’s modulus of concrete and steel are expressed relative to their
reference values at room temperature; see the first two columns of Tables 6 and 7, respectively.
Linear interpolation was used to quantify these moduli between the listed values. Poisson’s ratio of
concrete and steel were assumed to be temperature-independent. Thus, they are set equal to the values
listed in Table 5.

Table 6. Temperature-dependent thermoelastic properties of concrete.

Temperature Young’s Modulus Compressive Strength Coefficient of Thermal
T (◦C) Ec(T)/Ec(Troom) (−) fc(T)/ fc(Troom) (−) Expansion αT (◦C−1)

20 1.00 1.00 9.03× 10−6

100 0.85 1.00 9.70× 10−6

200 0.72 0.95 11.7× 10−6

300 0.60 0.85 15.2× 10−6

Table 7. Temperature-dependent thermoelastic properties of steel.

Temperature Young’s Modulus Yield Stress Coefficient of Thermal
T (◦C) Es(T)/Es(Troom) (−) fy(T)/ fy(Troom) (−) Expansion αT (◦C−1)

20 1.00 1.00 12.2× 10−6

100 1.00 1.00 12.8× 10−6

200 0.90 1.00 13.6× 10−6

300 0.80 1.00 14.4× 10−6

As for the thermal degradation of the uniaxial compressive strength of concrete and the yield
stress of hot rolled steel, regulations of the Eurocode [43] were used. The reduction of the compressive
strength of concrete relative to its reference values at room temperature is listed in the first and the
third columns of Table 6. Linear interpolation was used to quantify the compressive strength between
the listed values.

The temperature-dependent coefficients of thermal expansion of both concrete and steel were
chosen according to the regulations of the Eurocode 2 [43]; see Tables 6 and 7 for specific values at
characteristic temperatures. The continuous representations of the underlying nonlinear evolutions
are illustrated in Figure 16.
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Figure 16. Coefficients of thermal expansion as a function of the temperature, according to
Eurocode 2 [43], for: (a) concrete and (b) steel.

4.1.3. Constitutive Behavior: Elasto-Plastic Material Models for Concrete and Steel

The multiaxial elasto-plastic constitutive behavior of concrete was accounted for by means of the
“Concrete Damaged Plasticity” model of Abaqus [42]; see Appendix B for more information regarding
the model and the specific input parameters. As for uniaxial compression, stress-strain relations based
on the regulations of the Eurocode were used; see Figure 17a. As for uniaxial tension, the stress-strain
relations are based on trilinear behavior including a linear-elastic loading branch, a linear softening
branch and a residual stress plateau, required for the stability of the numerical solution; see Figure 17b.
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Figure 17. Temperature-dependent stress-strain relations recommended by Eurocode 2 for concrete
subjected to uniaxial (a) compression and (b) tension.

As for the steel rebar, the employed Finite Element program requires specification of the material
behavior under uniaxial tension. Up to a temperature of 100 ◦C, the material is linear-elastic and
ideal-plastic; see Figure 18. At higher temperatures, the elastic limit of steel is decreasing, resulting
in a trilinear stress-strain curve [43], representing linear-elastic, linear-hardening and ideal-plastic
behavior; see Figure 18. The behavior of steel in compression is obtained by multiplying the numbers
on the ordinate in Figure 18 by −1.
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Figure 18. Temperature-dependent behavior of steel rebar subjected to uniaxial tension, as recommended
by Eurocode 2.

4.2. Simulation Results and Comparison with Experimental Data

The comparison of experimental data and simulation results concerns the total strains at the inner
and the outer reinforcement at the midspan of the left cell of the top slab and at the outer reinforcement
at the center of the right wall; see Figure 19.

(a)
(b)

Figure 19. Positions at which measurements of strains were carried out during testing: (a) perspective
representation and (b) cross-section, coinciding with the plane of symmetry of the structure that
contains the columns.

4.3. Structural Response under Mechanical Loading

Experimental data and simulation results referring to the state after the application of the external
loading, but before the application of the thermal loading are compared in the following. As regards
the numerical results, there are strains from two simulations: one is based on the linear-elastic (label:
LE) and the other one on the elasto-plastic (label: EP) material behavior of concrete.

The two simulations produce similar results; see Table 8. The EP simulation delivers strains that
are by less than 3.5% larger than the strains from the LE simulation. This indicates that linear-elastic
behavior of concrete governed the structural performance during and right after the application of the
external loading, while inelastic effects played a significantly less important role.

Both types of simulations delivered strains that agree with the measurements in terms of the
mathematical sign, referring to tensile and compressive strains, respectively; see Table 8. Satisfactory
agreement between simulation results and experimental data was obtained for the right wall. There,
the difference between simulated and measured strains amounted to 3.0× 10−6 (LE simulation) and
1.4× 10−6 (EP simulation). This is equivalent to prediction errors of 6.1% and 2.8%, respectively.
The absolute and relative differences at the other two positions, however, were significantly larger;
see the last two columns of Table 8. These differences could be the result either of inaccurate
measurements or of damage of the structure prior to testing. The latter could have resulted from
restrained shrinkage of concrete or from the transport and maneuvering of the structure.
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Table 8. Measured and simulated strains of steel rebar, positioned at the inner and the outer
reinforcement at midspan of the left cell of the top slab and at the outer reinforcement at the center of
the right wall: additional strains, resulting from application of the mechanical loading, considering
linear-elastic (LE) or elasto-plastic (EP) material behavior of concrete.

Analysis Type RW Outer Layer (10−6) TS Outer Layer (10−6) TS Inner Layer (10−6)

Measured −48.9 −49.4 3.72
LE −45.9 −68.9 29.2
EP −47.6 −69.4 30.1

4.4. Structural Response under Thermomechanical Loading

The comparison of experimental data and simulation results refers to the strain increments caused
by the application of the thermal loading. As regards the numerical results, there are strain increments
from four different simulations. They refer either to the linear-elastic (label: LE) or to the elasto-plastic
(label: EP) material behavior of concrete and either to a spatially-uniform prescription of one surface
temperature history (label: U) or to a piecewise spatially-uniform prescription of three different surface
temperature histories (label: P).

As regards the outer reinforcement both at the midspan of the left cell of the top slab and at the
center of the right wall, the two different types of thermal boundary conditions have little influence
on the simulation results; see Figure 20a,c. This follows from the fact that the outer reinforcement
layers were not experiencing a temperature change during the experiment. The material model used
for concrete, in turn, has a much larger influence. The linear-elastic model results in larger strain
increments as compared to the elasto-plastic model. The differences increase with increasing duration
of the thermal loading, and they are larger at the top slab as compared to the right wall; compare
Figure 20a,c. In addition, both types of simulations underestimate the measured strain increments.

In this context, the uncertainties regarding the thermal boundary conditions and the material
behavior of concrete must be mentioned. On the one hand, there are strong indications that the inner
surface of the tested structure was exposed to significant temperature gradients. Given that there were
only two thermocouples positioned very close to the heated surface, the thermal boundary conditions
are affected by considerable uncertainties. On the other hand, the material behavior of concrete was
accounted for as suggested by current standards and pertinent guidelines. Nevertheless, some aspects
deserve special attention. It is likely that concrete was damaged prior to testing because of restrained
shrinkage. Moreover, time-dependent viscous material behavior in the form of creep and load
induced-thermal strains (LITS) could also have influenced the structural performance considerably.

As regards the inner reinforcement at the midspan of the left cell of the top slab, the differences
of the strain increments obtained with different thermal boundary conditions are significantly larger
than described above; compare Figure 20b with Figure 20a,c. This follows from the fact that the inner
reinforcement layers were experiencing a significant temperature change during the experiment. It is
also interesting to note that the elasto-plastic simulations deliver larger strains than the linear-elastic
simulations. This indicates that inelastic material behavior of concrete, in particular tensile cracking,
had a significant influence on the structural performance during the fire test.
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Figure 20. Measured and simulated strains of steel rebar: (a) outer and (b) inner reinforcement at
the midspan of the left cell of the top slab, and (c) outer reinforcement at the center of the right wall:
strain increments, resulting from application of the thermal loading, considering linear-elastic (LE) or
elasto-plastic (EP) material behavior of concrete and a prescription of one uniform surface temperature
history (U) or of three different piecewise uniform surface temperature histories (P).

The elasto-plastic material model for concrete improved the quality of the simulations, albeit with
a significant increase in computational effort. The brittle nature of the structure caused abrupt
local failures in specific regions where the tensile stresses were particularly large; see Figures 21–26.
The figures show states of the structure separated by less than 0.2 s. This sudden loss of strength
caused numerical problems. In order to overcome these problems by means of numerical simulations,
fictitious stabilizing viscous forces were introduced, following the recommendations of Abaqus FEA,
in order to redistribute the stresses near the affected regions smoothly. The quality of the results was
nevertheless verified by comparing the magnitude of these fictitious viscous forces with the total
magnitude of the acting forces. Additionally, the ratio of the energy introduced by these forces (also
referred to as “static dissipation energy” [42]) to the total internal energy was verified as remaining
below 5% at all times.
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Figure 21. Plastic strains, developed on the outer surface of the top slab at its connection to the lateral
wall right before the onset of cracking, as obtained from a thermomechanical simulation based on
temperature-dependent and elasto-plastic material behavior, as well as on the prescription of one
uniform surface temperature history; the results refer to the time instant six minutes and 3.4 s after the
beginning of the fire test.

Figure 22. Plastic strains, developed on the outer surface of the top slab at its connection to the lateral
wall right after the onset of cracking, as obtained from a thermomechanical simulation based on
temperature-dependent and elasto-plastic material behavior, as well as on the prescription of one
uniform surface temperature history; the results refer to the time instant 6 min and 3.6 s after the
beginning of the fire test.
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Figure 23. Plastic strains, developed on the outer surface of the top slab at its connection to the
column right before the onset of cracking, as obtained from a thermomechanical simulation based
on temperature-dependent and elasto-plastic material behavior, as well as on the prescription of one
uniform surface temperature history; the results refer to the time instant 13 min and 50.5 s after the
beginning of the fire test.

Figure 24. Plastic strains, developed on the outer surface of the top slab at its connection to the
column right after the onset of cracking, as obtained from a thermomechanical simulation based on
temperature-dependent and elasto-plastic material behavior, as well as on the prescription of one
uniform surface temperature history; the results refer to the time instant 13 min and 50.7 s after the
beginning of the fire test.
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Figure 25. Plastic strains, developed on the outer surface of the top slab at its connection to the column
right before the onset of cracking, as obtained from a thermomechanical simulation based on the
temperature-dependent and elasto-plastic material behavior, as well as on the prescription of one
uniform surface temperature history; the results refer to the time instant 25 min and 1.0 s after the
beginning of the fire test.

Figure 26. Plastic strains, developed on the outer surface of the top slab at its connection to the
column right after the onset of cracking, as obtained from a thermomechanical simulation based on
temperature-dependent and elasto-plastic material behavior, as well as on the prescription of one
uniform surface temperature history; the results refer to the time instant 25 min and 1.2 s after the
beginning of the fire test.

5. Conclusions

Because moderate fires happen much more frequently than fire disasters [41], the first 30 min of a
fire test were analyzed. Sensitivity analyses by means of three-dimensional Finite Element simulations
were used to address two specific challenges related to the prediction of the structural performance of
a reinforced concrete segment of a subway station. These challenges are:

1. the estimation of the spatial and temporal development of the temperature within the reinforced
concrete structure and
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2. the choice of a suitable material model for concrete subjected to mechanical loads and elevated
temperatures.

Experimental data from a scaled fire test of an underground substructure by Lu et al. [40] were
used as the reference for comparison with the numerical results. From these results, the following
conclusions and remarks may be extracted:

• Even under controlled laboratory conditions, different temperatures were measured at equal
depths, but at different positions of the tested structure. This underlines significant uncertainties
related to the interaction of the hot gas and the surface of the exposed structure. As emphasized
by Achenbach et al. [62], these uncertainties can hardly be reduced.

• The temperature within the concrete and the steel elements at all positions at which thermocouples
were placed, both in the slabs and the walls, remained below 100 ◦C during the first 30 min
of the fire test. Thus, the material properties of concrete and steel remained approximately
constant at these positions. This was the motivation to consider the temperature-independent
and linear-elastic material behavior of concrete.

• The numerical simulations clarified that the monitored column was exposed to significantly
higher temperatures than the slabs and the walls. This was probably a result of the fact that the
columns were positioned above the two heat sources of the furnace. Because of the elevated
temperatures, a considerable thermal degradation of the material properties of concrete and steel
took place in the columns.

• The strain measurements clarified that strains resulting from the thermal loading dominate the
total strains soon after the beginning of the fire. This underlines that even moderate fires do
represent a considerable threat to the integrity and durability of RC structures.

The challenge of the three-dimensional simulation was met in two parts. At first, the non-stationary
heat transfer inside the reinforced concrete structure was simulated. The obtained temperature field
histories were used as input for subsequent simulations of the load-carrying behavior of the reinforced
concrete structure. Two types of thermal boundary conditions were combined with two types of
material models for concrete.

The following conclusions are drawn from the two different types of heat transfer simulations:

• The prescription of one uniform temperature history at all exposed surfaces does not produce
convincing results. Temperature measurements are particularly underestimated inside the right
column and at the midspan of the left cell of the top slab.

• The prescription of three different piecewise uniform temperature histories showed that, provided
the temperature history at a specific surface is known and used as the local thermal boundary
condition, the ingress of heat at that position of the structure is predicted accurately.

• The surface temperature histories were only measured at two positions of the tested structure.
Thus, assumptions concerning the thermal boundary conditions were indispensable for the
numerical simulations. They are anyway questionable, because the unsolved problem of
the dynamics of flames remains an important source of uncertainty; see, e.g., the study by
Blanchard et al. [34].

• The simulation with the improved thermal boundary conditions underlined that the temperature
increase at the surface of the columns is expected to be larger than 280 ◦C. Thus, thermal
degradation of the mechanical properties of concrete and steel occurs. This was the motivation to
consider the temperature-dependent and elasto-plastic material behavior of concrete.

The following conclusions are drawn from the four different types of thermomechanical
simulations of the load-carrying behavior of the analyzed structure:

• The load-carrying behavior of the structure, when subjected to mechanical loads only,
was governed by linear-elastic material behavior. Although tensile cracking took place at several
positions of the structure, inelastic material behavior did not play an important role.
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• The numerical simulations referring to the mechanical loading reproduced strain measurements
that were only reliable at the right wall, whereas the absolute values of the strains at midspan
of the left cell of the top slab were overestimated significantly. This has revealed two additional
sources of uncertainty, namely the reliability of measurements and the initial state of the structure.
It is likely that the highly statically indeterminate structure was damaged already before the test,
by restrained shrinkage of concrete and by the transport of the structure from the production site
to the test furnace.

• The numerical simulations referring to the mechanical and the thermal loading reproduced
strain measurements that were only reliable at the inner reinforcement at the midspan of the
left cell of the top slab, whereas the absolute values of the strains at the other two positions
at which strain measurements were available were underestimated significantly. The best
results were obtained from the most realistic simulation, based on the prescription of three
different piecewise uniform surface temperature histories, as well as on temperature-dependent
elasto-plastic behavior of concrete.

The Finite Element simulations provide insight into the structural behavior of the tested segment
of a subway station. From the numerical results obtained with the nonlinear material model for
concrete, the following conclusions are drawn:

• Already moderate fires threaten the integrity of RC structures. As for the analyzed structure,
the Finite Element simulations indicate localized tensile cracking at the outer surface of
the structure, in regions where the top and the bottom slabs are connected to the walls
and the columns; see Figures 21–26. In more detail, the Finite Element simulations indicate
that the corners, i.e., the connections between the walls and the slabs, were damaged first
(Figures 21 and 22), followed by a localized damage of the slabs, in the immediate vicinity of the
connections to the columns (Figures 23–26).

• Tensile cracking of concrete and the associated redistribution of stresses within the RC structure
take place in a quasi-instantaneous fashion. This renders numerical stabilization approaches
indispensable in order to achieve convergence in nonlinear Finite Element simulations.

• Careful inspection of RC structures is strongly recommended also after moderate fire events
(see, e.g., the methods proposed by Felicetti [63]), even if the accessible interior surface of an
underground structure appears to be undamaged.

• Connections between structural elements with strong differences regarding the ratio between
their heat-exposed surface and their volume are prone to suffer from localized damage. Notably,
columns tend to exhibit larger surface-to-volume ratios than slabs and walls. Thus, connections
between columns and slabs should be thoroughly inspected.

• Tensile cracking of the inaccessible exterior surface of an underground structure is a serious threat
for the long-term durability of the structure after the fire, because the cracks represent pathways
for substances that promote the corrosion risk/rate of the steel rebar.

As for future fire tests, the following recommendations can be made based on the results of the
present study:

• It is recommended to carry out test repetitions, also in the context of structural experiments,
even though such tests are time-consuming and expensive. Test repetitions render the desirable
assessment of the experimental scatter associated with the chosen testing method possible; see,
e.g., the experimental approach by Schlappal et al. [64].

• It is recommended to carry out redundant measurements of key quantities. This implies that key
quantities shall be measured by two independent test methods. The availability of redundant
measurements allows for the assessment of the reliability of the used measurement equipment;
see, e.g., the experimental approach by Wyrzykowski et al. [65].

• When it comes to the design of a large fire test, it is recommended to position many
thermocouples close to the heated surface in order to gain access to the spatial distribution
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of the surface temperature histories. This way, the uncertainties of the actual fire load can be
reduced significantly.

• It is recommended to produce test structures at the place and in the position of subsequent fire
testing, such that possible damage associated with the transport and the maneuvering of the
structure can be excluded.

• It is recommended to equip the tested reinforced concrete structure with embedded sensors that
allow for quantification of possible damage of the structure resulting from restrained shrinkage.
As for the design of such embedded sensors, multi-physics simulations of the structure, providing
insight into the performance of the structure from its production, throughout all early-age stages,
all the way up to the time of testing, are needed. This requires a strong investment of the global
scientific community into basic research, aimed at a better understanding of structures made from
modern concretes.
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Appendix A. Temperature Distribution Inside the Concrete Structure

Simulation results in regions of the structure which were not equipped with thermocouples are
presented and discussed in the following. As regards the heat transfer in the analyzed structure, it can
be noted that:

• During the first 30 min of the fire test, the temperature of the reinforced concrete structure
increased up to a distance of some 10 cm from the heated surface, see Figures A1–A3.

• One-dimensional heat conduction occurs in the top slab, the bottom slab, and the lateral walls,
except in the immediate vicinity of the columns and the walls, see Figures A1 and A2. Notably,
the one-dimensional heat transfer problems could also be solved in a semi-analytical fashion,
following e.g., Wang et al. [66].

• Two-dimensional heat conduction occurs in the columns (Figures 13 and 15) and in the vicinity of
the connections of the slabs with the columns and the walls. As for studying the heat transfer in
these regions, Finite Element simulations are indispensable for reliable results.

Figure A1. Temperature distribution obtained by prescribing a uniform surface temperature history,
30 min after the start of the thermal loading: overview over the whole structure.
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Figure A2. Temperature distribution obtained by prescribing three piecewise uniform surface
temperature histories, 30 min after the start of the thermal loading: overview over the whole structure.

Figure A3. Temperature distribution obtained by prescribing three piecewise uniform surface
temperature histories, 30 min after the start of the thermal loading: detail showing the connection of
the left wall to the top slab.

Appendix B. Elasto-Plastic Material Model for Concrete

The “Concrete Damaged Plasticity” model of Abaqus [42] was used. A theoretical description
of the model is presented in this appendix. The terms used by Abaqus are adopted in order to
facilitate the application of this computer program. The constitutive model is essentially based on
work by Lubliner at al. [67]. The plasticity part of the model controls the evolution of the yield stress
of concrete. Thus, it refers to the strength of concrete. The damage part refers to the stiffness of
concrete. It is designed to model the degradation of Young’s modulus, resulting from mechanical
loading. This is particularly important if concrete is unloaded in the process of softening. In this
context, it is noteworthy that the challenge of the present simulation refers to an experiment, in which
an increase of mechanical loading is followed by an increase of thermal loading. Thus, the damage
part of the model remains inactive without reduction of the informative content of the simulation.
Additionally, because the damage part is not used, there is no need to distinguish between Cauchy
stresses and “effective stresses”, between the “tensile cracking strain” and the plastic strain, as well as
the “compressive inelastic strain” and the plastic strain, mentioned in the manual of Abaqus FEA.

The employed material model accounts for two failure mechanisms: tensile cracking and
compressive crushing. As input, it requires the definition of stress-strain relationships for uniaxial
compression and uniaxial tension, respectively.

As for uniaxial compression, the input required by Abaqus FEA consists of look-up tables that
list pairs of values of the “yield stress” and the “inelastic strain”, and these listings are specified for
different temperatures. The “yield stress” is equal to (i) the imposed stress, in the region of initial
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elastic loading, (ii) the uniaxial elastic-limit stress, in the region of pre-peak hardening, (iii) the uniaxial
compressive strength, at the peak, and (iv) the residual uniaxial compressive strength, in the region
of post-peak softening. In the present context, the “inelastic strain” is simply equal to the plastic
strain, given that the damage part remains unused. The used look-up tables are based on stress-strain
regulations of the Eurocode, see Figure 17a. Thereby, the term “strain” refers to the total strain, ε,
which is the sum of the elastic strain εel , and the plastic strain, εpl :

ε = εel + εpl . (A1)

The elastic strain follows from Hooke’s law as:

εel =
σ

Ec(T)
, (A2)

where Ec(T) denotes the temperature-dependent Young’s modulus of concrete. The plastic strains,
required for the look-up tables, result from inserting Equation (A2) into Equation (A1), and solving the
resulting expression for ε

pl
c as:

εpl = ε− σ

Ec(T)
, (A3)

see Table A1.
As for uniaxial tension, the used look-up tables are based on trilinear stress-strain behavior

including a linear-elastic loading branch, a linear softening branch, and a residual stress plateau,
required for the stability of the numerical simulation, see Figure 17b. Thereby, the term “strain”
refers to the total strain. By analogy to the previously described procedure for uniaxial compression,
the plastic tensile strains required for the look-up tables results from Equation (A3).

Table A1. Input values for compressive behavior at (a) room temperature, (b) 100 ◦C, (c) 200 ◦C,
(d) 300 ◦C.

Yield Stress (MPa) Inelastic Strain (10−3)

a

23.6 0.0
32.5 0.5
38.2 0.9
39.4 1.0
40.0 1.3
38.6 1.8
31.5 3.1
20.9 4.9
14.3 6.6
7.3 9.8

b

21.9 0.7
28.2 1.0
30.5 1.1
33.4 1.3
37.1 1.7
40.0 2.6
35.9 4.2
28.5 6.0
17.0 9.4
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Table A1. Cont.

Yield Stress (MPa) Inelastic Strain (10−3)

c

10.3 0.0
15.4 0.9
20.2 1.2
22.1 1.3
24.7 1.5
28.8 1.8
34.8 2.6
38.0 3.9
35.7 5.5
25.9 8.9

d

7.3 0.0
10.9 1.0
14.4 1.3
15.8 1.4
17.8 1.6
21.0 1.9
26.7 2.7
32.2 3.9
34.0 5.3
29.6 8.5

Table A2. Input values for tensile behavior at a) room temperature, (b) 100 ◦C, (c) 200 ◦C, (d) 300 ◦C.

Yield Stress (MPa) Cracking Strain (10−3)

a

3.41 0.0
0.34 1.02
0.34 10

b

3.41 0.0
0.34 1.20
0.34 10

c

2.73 0.0
0.27 1.14
0.27 10

d

2.05 0.0
0.21 1.02
0.21 10

The elasto-plastic classification of multiaxial stress states, defined in terms of Cauchy stress tensors
σ, is based on the failure surface F, reading as [42]:

F(σ) =
1

1− α

[
q− 3 α p + β(ε

pl
c , ε

pl
t ) · 〈σmax〉 − γ 〈σmax〉

]
− σc(ε

pl
c ) ≤ 0 . (A4)
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In Equation (A4) p denotes the hydrostatic pressure:

p = −
trσ

3
, (A5)

where the symbol “tr” stands for the “trace”-function; q denotes the von Mises stress, given as:

q =

√
3
2
(s : s) , (A6)

where s denotes the stress deviator:
s = σ + p 1 , (A7)

with 1 as the second-order identity tensor. σmax is the maximum principal normal stress. σc(ε
pl
c ) is

the current value of the “compressive cohesion stress” [42], i.e., the current value of the uniaxial
compressive strength. The brackets 〈 〉 stand for the Macaulay brackets, defined as:

〈x〉 = 1
2

(
|x|+ x

)
. (A8)

The dimensionless constant α is related to the ratio of the elastic limit stresses under symmetric
biaxial and uniaxial compressive loading:

α =
(σb0/σc0)− 1

2(σb0/σc0)− 1
, (A9)

The default value of σb0/σc0 amounts to 1.16, such that α = 0.12. The dimensionless parameter
β(ε

pl
c , ε

pl
t ) is defined as:

β(ε
pl
c , ε

pl
t ) = (1− α)

σc(ε
pl
c )

σt(ε
pl
t )
− (1 + α) , (A10)

where σt(ε
pl
t ) is the current value of the “tensile cohesion stress” [42], i.e., the current value of the

uniaxial tensile strength. γ is a constant, controlling the anisotropy of the failure surface in the
deviatoric planes:

γ =
3 (1− Kc)

2 Kc − 1
, (A11)

where Kc denotes a dimensionless parameter. Its default value for concrete amounts to 0.67, such that
γ = 3 .

The flow rule represents the evolution law for the plastic strains:

ε̇pl = λ̇
∂ G
∂ σ

, (A12)

where ε̇pl is the rate of the plastic strain tensor, G is the plastic potential function, and λ is the
consistency factor. The plastic potential G of the non-associated plasticity approach reads as [42]:

G(σ) =
√
(ε σt0 tan ψ)2 + q2 − p tan ψ , (A13)

where ψ is the dilatation angle, σt0 is the initial value of the uniaxial tensile strength, and ε is an
“eccentricity” parameter. The default values of ψ and ε amount to 30◦ and 0.10, respectively. The present
simulations are based on the described default input values, recommended by Lubliner et al. [67],
Abaqus FEA [42], and others [68,69], see Table A3.
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Table A3. Values used for the Concrete Damaged Plasticity model from Abaqus FEA [42].

ψ ε σb0/σc0 Kc α γ

30◦ 0.10 1.16 0.67 0.12 3
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