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Abstract

:

Due to the existence of predicting errors in the power systems, such as solar power, wind power and load demand, the economic performance of power systems can be weakened accordingly. In this paper, we propose an adaptive solar power forecasting (ASPF) method for precise solar power forecasting, which captures the characteristics of forecasting errors and revises the predictions accordingly by combining data clustering, variable selection, and neural network. The proposed ASPF is thus quite general, and does not require any specific original forecasting method. We first propose the framework of ASPF, featuring the data identification and data updating. We then present the applied improved k-means clustering, the least angular regression algorithm, and BPNN, followed by the realization of ASPF, which is shown to improve as more data collected. Simulation results show the effectiveness of the proposed ASPF based on the trace-driven data.
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1. Introduction


In recent years, as the growing electrical power load demand and the claim on reducing greenhouse gases generated by the exhaustion of fossil fuels, Smart Grid (SG) and Microgrid (MG) featuring renewable energy (RE) have developed quickly, to satisfy consumption and mitigate pollution [1,2]. However, renewable energy is typically intermittent and weather-dependent, such as in the case of wind and solar power, which is a big challenge to the planning, operation, unit commitment and energy scheduling of MG or SG [3,4,5]. If the RE power generation can be predicted accurately, the efficiency of energy management can be greatly improved [6]. Thus, many researchers focus on predicting the RE power generation [7,8]. For solar power prediction, statistical methods and machine learning methods are two commonly used approaches [3,8,9,10,11]. Statistical methods are basically applied through regression function or probability distribution function (PDF), which estimates the relationship between weather variables and solar intensity [9,12,13]. Machine learning techniques learn the characteristics of the sample data, and then achieves the prediction by training models, such as Neural Networks (NN) and Support Vector Machines (SVM) [10,11].



For statistical methods, the authors of [12] generate a set of solar scenarios by assuming the forecasting errors follow a normal distribution. In [13], the forecasting error of the renewable energy is simulated via multiple scenarios from the Monte Carlo method under a Beta PDF. This method has an obvious dependence on the predictive error distribution function which is normally difficult to obtain. On the other hand, for machine learning, auto-regressor is adopted to predict the two-ahead solar power generation in [14]. Three layers NN is applied to build the forecasting model, the data of the previous day, highest temperature and weather type of the forecasting day are taken as input variables in [15], which forecasts very well for sunny days. Besides the highest temperature, the lowest temperature and average temperature are chosen as the input data to predict photovoltaic (PV) output power in [16]. However, the generalization ability of NN is limited, and thus the overall prediction effect by using only NN is not precise enough in many cases.



Although the forecasting results by any one of the above methods are not satisfactory overall, the forecasting accuracy can be further improved by merging them together. Some existing works focus on the combination of artificial neural network and data mining for more accurate solar power [17]. K-means clustering with nonlinear auto-regressive neural networks are adopted to forecast solar irradiance in [18], and k-means with artificial neural networks are used to predict solar irradiance in [19]. However, the traditional k-means is sensitive to the initial center, in practice, if the cluster center is given randomly, the k-means often converges to one or more clusters which contains very few or even no data point. Therefore, many researchers focus on the cluster centers initialization to improve the performance of the k-means [20,21]. The weather data is of high-dimension, which makes the improved k-means clustering in [21] a good fit to our method. Because it is proposed to tackle the high-dimension data initial cluster centers. Appropriate classification can improve the prediction accuracy, however, key factors that affect the prediction accuracy can be very different in different clusters. It is thus very necessary to analyze the most important factors in each cluster. The widely used variable selection methods are the forward selection regression, forward stage-wise regression and LASSO [22,23]. In practice, after clustering, there may be very little data in some groups, so the above mentioned methods tend to be too aggressive to eliminate too many correlated and useful predictors. However, the least angular regression (LARS) [24], which is particularly suitable for situations where the feature dimension is higher than the sample number, and during the calculation it keeps all variables selected into the regression model, and provides a simple structure for computing. We therefore choose LARS to select the most important factors in each group. In fact, the predicting methods with only key factors are not sufficient to have very accurate results [22], because the environment is highly complicated.



Therefore, an adaptive revising method on the original forecasting is highly desirable. Motivated by this, we propose an adaptive solar power forecasting (ASPF) method in this paper, which can revise the original forecastings adaptively according to the historical forecasting errors and the weather data. It combines data clustering, variable selection and artificial neural network (ANN) to achieve highly accurate revision on PV power predictions by learning the weather data and day-ahead forecasting errors intelligently and adaptively. The function of the ASPF is shown in Figure 1. Through ANN, ASPF learns the characteristics of forecasting errors between the predicted and actual PV power. By clustering the data, the capture of the forecasting characteristics could be highly improved. In addition, ASPF classifies the predicted day into similar day or non-similar (defined in Section 2), based on which the original forecastings are revised accordingly. The details are shown in Section 2. Also, ANN is adaptively upgraded so that ASPF improves as more data collected. Please note that ASPF actually captures the characteristics of forecasting errors and revises the predictions accordingly, and thus it does not require any specific original forecasting method, which can be a machine learning method or a statistical one. This makes ASPF a quite general method which can be used in many cases.



The remainder of this paper is organized as follows. We present the principle of ASPF and its framework in Section 2. The algorithms to realize ASPF are proposed in Section 3. The adaptive solar power forecasting is presented in Section 4. We perform the simulation studies in Section 5. Section 6 concludes this paper.




2. Principle and Framework of the ASPF


In this paper, the realization of ASPF mainly depends on the stored historical solar power data and the learning network which is updated according to the actual needs. In the database, we store the original predictive solar power   P  o r i   , the revised solar power   P  r e v   , and the actual solar power data   P  a c t   . As more data collected, ASPF becomes more adaptive. Under certain condition, the historical solar power data   P  s d m    are taken as the revised data   P  r e v    directly, which is named as Similar Day Mode (SDM). On the other hand, when the condition of SDM does not hold, which is named as Non-similar Day Mode (NDM), ASPF modifies the original predictions   P  o r i    by the output from a learning and updating network obtained from Back-propagation neural networks (BPNN) [25]. It learns the characteristics of differences between   P  o r i    and   P  a c t   . In this way, ASPF predicts more precisely for both SDM and NDM.



Furthermore, whatever the system is working in SDM or NDM, the network can be updated according to that whether the error between   P  r e v    and   P  a c t    is within an acceptable range or not. If the error is out of the allowed range, the network in ASPF is updated. We now present the mode judging standard, ASPF framework, and updating rules in this section. The notations used in this paper are summarized in Table 1.



2.1. Mode Judgment


In order to quickly determine the similar days, K-means clustering [26,27] is used to divide the data into several groups firstly, and in every group, clustering center is adopted to judge whether there is a similar day in the current database rapidly, as shown in Figure 2. The input vector   x ∈  R  q × 1     contains   P  o r i    and key variables which affect the original predicting accuracy. x is then compared with clustering centers   C k   to be clustered into group k, if it has one or more similar days, and the closest historical solar power   P  s d m    can be found in the database. Here, a variable denoted as   Δ 1   is chosen as a threshold for the similar historical data, and if the error between x and   C k   is larger than   Δ 1  , there is no similar day.



Considering the importance of clustering, we propose an improved k-means method to group the data, which is shown in Section 3.1. Please note that in different groups, the key weather variables may be different. For example, solar power is more closely related to temperature in sunny days than cloudy days. Therefore, we adopt a model-selection method called the least angular regression, also known as LARS [24], to analyze and find out the most correlated weather variables in different clusters.



The predicting network is thus acquired by combining the improved k-means clustering and LARS, which keeps updating for more accurate predictions. Besides, the trained BPNN, the weight w and the bias value b are used to determine the value of   Δ 1  , which is thus closed related to the updated network. As the accuracy of the updated network increases, the similarity judgment is getting more precisely as well. We present the thorough steps to determine and update   Δ 1   in Section 3 and Section 4.




2.2. Framework of the ASPF in SDM and NDM


In order to show the principle of ASPF more clearly, we explain it from the following two aspects, namely, the operation of ASPF with similar days in SDM, and without similar day in NDM. The block diagrams are shown in Figure 3a,b, respectively.



Figure 3a shows the case when ASPF is working in SDM. x is compared with every data in group k until the closest data is found, which will be used as the revised PV power. Later, the actual solar power   P  a c t    will be recorded in EMS when the whole day of operation ends. In order to testify the effectiveness of ASPF in SDM,   P  s d m    and   P  a c t    are compared in Updating judgment. If the largest difference between these two vectors at any time slot is less than a certain value,   P  s d m    is chosen as   P  r e v   , otherwise the network will be updated.



Figure 3b shows the case when ASPF is working in NDM. Because no similar day is found in the current database, ASPF learns the new data through BPNN and decides if the BPNN is updated or not. Different from SDM,   P  r e v    is acquired by the BPNN, and the difference between   P  r e v    and   P  a c t    determines whether the network is updated in NDM. In this way, ASPF absorbs more useful data and thus becomes better in predictions.




2.3. Rules for Network Updating and Feedback


Figure 4 shows the rule of the Updating judgment function in Figure 3.   P  r e v    is the day-ahead revised predictive PV power obtained from SDM or NDM, which is compared with   P  a c t   , and  Δ  is the maximum absolute error between   P  r e v    and   P  a c t   .   Δ 2   represents acceptable error threshold between the revised solar power and the actual PV power in the current adaptive system. In addition,   Δ 2   is updating as more data collected and processed, and will become smaller and smaller. It is also an indicator to measure the accuracy of predictions.



In the Updating judgment, if  Δ  is larger then   Δ 2  , a trigger signal    R s  ∈  [ 0 , 1 ]    is produced to activate BPNN.    R s  = 1   and BPNN is updated; otherwise, BPNN remains unchanged. Thus, the Updating judgment is mainly applied to renew the BPNN to guarantee accurate predictions. Here,   Δ 2   is calculated by function Equations (9) and (17) in Section 3 and Section 4. We apply this both for SDM and NDM.



Through the above three parts, we compose the ASPF, and the complete realizations in every detail are presented next.





3. The Algorithms to Realize ASPF


This section presents the algorithms to realize ASPF. We first propose an improved k-means clustering method to divide the data into several groups. Then, LARS is presented to find the most relevant variables in every group. Followed by this, we discuss the compensation network for each group. We also present the feedback and updating mechanism.



3.1. Improved k-means Clustering


Figure 5 shows a typical daily solar power profile in different weather conditions, i.e., sunny, cloudy and rainy. sunny 1 and sunny 2 represent the sunny day in winter and summer, respectively. cloudy and rainy day’s solar power are different from the sunny days’. Therefore, considering the differences between these different weather types, we first cluster the data into several specific groups.



k-means is an effective, robust and widely used clustering technique [28]. It aims to cluster the data   N = [ 1 , 2 , ⋯ , N ]   observations into K clusters, in which each observation belongs to the cluster with the nearest mean, and different clusters have low similarity with each other. It is implicitly assumed that features within a cluster are “homogeneous” and that different clusters are “heterogeneous” [26,29]. Here, we adopt k-means as a basis for clustering our data.



Given a dataset   S =   {  x n  }   n = 1  N    of N points and the number K of desired clusters, for each group, the corresponding generalized centroids are usually denoted as   C = {  C 1  ,  C 2  , ⋯ ,  C K  }  , and    C k  ∈  R  q × 1    . The standard k-means finds the optimal cluster centers   {  C 1 ∗  ,  C 2 ∗  , ⋯ ,  C K ∗  }   such that the sum of the 2-norm distance between each point   x n  , and the nearest cluster center   C k   is minimized [20,21]:


     min :  ∑  k = 1  K    ∑  n = 1  N   η  n , k   ∥  x n  −  C k   ∥ 2       



(1)




where    η  n , k   ∈  [ 0 , 1 ]  ,   is the coefficient which represents the degree of how the nth sample belongs to the kth cluster. For simplicity,    η  n , k   = 1 / 2   in this paper.   C k   is changed from   C k  g i v    to   C K ∗   during the calculation, and   C k  g i v    denotes the initial given clustering center for the   k th   group.



As mentioned in Section 1, the traditional k-means is sensitive to the initial center   C k  g i v   , and different initializations can lead to different final results. In recirculation iteration calculation, the k-means often converges to one or more clusters which contains very few or even no data point if the cluster center is given randomly.



To overcome this problem, we employ a simplified method which combines potential function and density function to get the initial cluster centers [21]. Firstly, for a given K, the density function of any sample   x n   is:


   D n  ( 0 )   =  ∑  j = 1  N    1 +  f  r d   ∥  x n  −  x j   ∥ 2    − 1    



(2)




where   f  r d    is the function of effective radius of the neighborhood density, and the more data around sample   x n  , the greater   D n  ( 0 )    is.    f  r d   =  ( α N  ( N − 1 )  )  /  (  ∑  n = 1  N   ∑  j = 1  N  ∥  x n  −  x j   ∥ 2  )   , and  α  is one constant. For a known sample set, the value of   f  r d    is easy to get. After the density of each data point has been computed, the data point   x 1 ∗   with the highest density will be selected as the first cluster center    C 1  g i v   =  x 1 ∗   , and    D 1 ∗  = max  {  D n  ( 0 )   , n ∈ N }    is the density value. Then, the density function in the subsequent cluster becomes:


   D n  ( k )   =  D n  ( k − 1 )   −  D k ∗    1 +  f  r d   ∥  x n  −  x k ∗   ∥ 2    − 1    



(3)




where   k = 1 , 2 , ⋯ , K − 1  , and    D k ∗  = max  {  D n  ( k − 1 )   , n ∈ N }   , so the remaining cluster centers    C k  g i v   =  x k ∗    can be identified as   x k ∗   according   D k ∗  . Based on this result, the function Equation (1) will be convergent through few iterations, and no initial clustering will be empty.



k-means consists of two phases: one for determining the initial centroids and the other for assigning data points to the nearest clusters and then recalculating the cluster means. The second phase is necessary for finding the optimal k, and the data within the same type are very similar, while the data from different types are not close.



In this paper, the method discussed in [30] is adopted to obtain optimal number of k. Here, an inner distance in the same group is defined as:


   D w   ( n , k )  =  1   N k  − 1    ∑  g = 1   N k   ∥  x  k , g   −  x  k , n    ∥ 2   



(4)




where    D w   ( n , k )    is the average distance from   n th   data in cluster k to other data in the same group, and   N k   denotes the number of data in the   k th   cluster,   n = [ 1 , 2 , ⋯ ,  N k  ]  . If    D w   ( n , k )    is small, the data in this cluster is also compact correspondingly.



The distance for data between different groups is defined as:


   D b   ( n , k )  =  min  1 ≤ k ≤ K , k ≠ n    1  N k    ∑  g = 1   N k   ∥  x  k , g   −  x  k , n    ∥ 2   



(5)




where    D b   ( n , k )    represents the minimal average distance of the   n th   data from cluster k to other clusters. In addition, the larger value of the    D b   ( n , k )    is, the feature of “heterogeneous” is more clear. In order to synthesize the two factors,    D b   ( n , k )    and    D w   ( n , k )   , the linear combination is used to balance the relationship between them. At the same time, in order to enable the indicator to analyze the validity of the data clustering and to avoid the index from being affected by the dimension, the fractional operation is employed. The index to calculate the optimal k is defined as:


   I k   ( n , k )  =    D b   ( n , k )  −  D w   ( n , k )     D b   ( n , k )  +  D w   ( n , k )     



(6)




where    I k   ( n , k )  ∈  [ − 1 , 1 ]   . Since the    D b   ( n , k )    requires at least two clusters, k starts from 2 to K. From Equation (6), it can be seen that when the cluster number k is taken from 2 to K, the optimal k is confirmed if the    I k   ( n , k )    gets the maximal value. Usually,   K ≤  N   ,   K = I n t (  N  )   [31].



Eventually, based on the condition of getting a suitable initial cluster centers and the optimal number of k, pseudo-code for the improved k-means clustering is summarized in Algorithm 1.





	Algorithm 1: Improved k-means Algorithm



	Step 1: For each   n ∈ N  ,   k ∈ [ 2 , K ]  .



	Step 2: In each cluster k, the initial cluster center   C k  g i v    is obtained by executing Equations (2) and (3), then   C k   &   N k   can be calculated by Equation (1).



	Step 3: Find and record   I k   based on Equations (4)–(6). Compare k with K, and if   k < K  ,   k : = k + 1   and repeat Step 2; otherwise, jump to Step 4.



	Step 4: Acquire the maximal   I k   and the corresponding number   k ∗  , recalculate Equations (2) and (3), then the optimal clustering data is obtained through Equation (1), and the optimal centers are   C k ∗  , weather types are   G k  ,   k = 1 , 2 , ⋯ ,  k ∗   .






In this way, solar power data is divided into several groups by the proposed improved k-means clustering. According to the standardized-residual method and Lagrange Interpolation Polynomial [32], the abnormal data is removed and the remaining data are normalized.




3.2. The Least Angular Regression Algorithm


A typical regression can be expressed as:    μ ^  = X  β ^   , where   μ ^   is the current estimate of the vector of responses  y  with M predictors,  X  is one matrix with   N × M  , N is the number of sample, and then current correlation will be:     c ^   o r   =  X ′   ( y −  μ ^  )   , and there will exist a j such that    |    c ^   o r , j    |    is maximized. Then  μ  will be updated by rule of     μ ^   m + 1   =   μ ^  m  +  γ ^   s i g n   (   c ^   o r , j   )   X j   , in LARS,   γ ^   is endogenously chosen so that the algorithm proceeds equiangular between the variables in the most correlated set (hence the ‘least angle direction’) until the next variable is found. Then the next variable joints the active set, and their coefficient are moved together in a way that keeps their correlations tied and decreasing. This process is continued until all the variables in the model, and end at the full least-squares fit [24].



Actually, the LARS algorithm begins at     μ ^  0  = 0  , supposing   μ ^   is current estimate and let     c ^   o r   =  X ′   ( y −  μ ^  )   . Define  A  as a subset of the indices corresponding to variable with largest absolute correlations,     C ^   o r   =  max { |    c ^   o r , m    | }    and   A = { m : |   c ^   o r , m   | =   C ^   o r , m   }  . Defining    s m  =  s i g n   (   c ^   o r , m   )   ,   m ∈ A   and active matrix corresponding to  A  is    X A  =  (  s m   X m  )   . Letting    G A  =  X A ′   X A    and    A A  =   (  1 A ′   G A  − 1    1 A  )   −  1 2     ,   1 A   is a vector of   1 ′  s of length equaling   | A |  , the size of  A . Then the equiangular vector can be defined as    u A  =  X A   ω A   , where    ω A  =  A A   G A  − 1    1 A   , is the unit vector making equal angles, less than   90 ∘  , with the columns of   X A   which satisfies    X A ′   u A  =  A A   1 A   , and   ∥  u A   ∥ 2  = 1  , and   a =  X ′   u A   . Then the  μ  will be updated in the next step of the LARS algorithm is:


    μ ^   A +   =   μ ^  A  +  γ ^   u A   



(7)




where


   γ ^  =    min  m ∈   A  c     +       C ^   o r   −   c ^   o r , m      A A  −  a m    ,     C ^   o r   +   c ^   o r , m      A A  +  a m      



(8)




  min +   indicates that the minimum is taken over only positive components within each choice of m,    a m  ∈ a  . Finally, dependency variables are sorted by relevance level, and we can easily get the important predictors by LARS.



After the dataset  S  is divided in several styles in Section 3.1, and these subsets are defined as    S 1  ,  S 2  , ⋯ ,  S  k ∗    , respectively. Then each subset is analyzed by LARS to reduce the influence of uninformative predictors, and we can focus on variables which is significant for the differences in prediction.




3.3. BPNN-Based Solar Power Compensation


The BPNN, one of the most popular techniques in the filed of neural network, is a kind of supervised learning NN. It uses the steepest gradient descent method to reach very small approximation. Theoretically, BPNN can approximate any nonlinear functions [25], in fact, for the PV power prediction, the relationship between its input data and forecasting value is very complicated [8]. So it is suitable to adopt the BPNN in our ASPF to learn this feature. Therefore, a three-layered feed-forward neural network and the BP learning algorithm are adopted together to compensate the predictive error of solar power in this paper.



The input nodes    {  P b k   ( t )  }   b = 1  B   of the BPNN to the hidden layer is decided by the result from Section 3.2, x consists of the    {  P b k   ( t )  }   b = 1  B   from   t = 1   to T. B denotes the number of the input nodes, and    P b k   ( t )    is the kth group of inputing predictive message at time slot t. For the number of hidden neurons (HN) in the hidden layer, the method in [33] is used to get the upper bound on the number of hidden neurons, HN    m a x   . Then the hidden neurons h is ranged from 1 to HN    m a x   , and the model is trained for several times according the method in [34], and the forecasting mean square error from the testing data is calculated and recorded for comparisons. The optimal   h ∗   is acquired in the end, which is the number occuring mostly in the iteration with the less mean square error.



Initializing the weight is another important step in BPNN, and initialization of a network involves assigning initial values for the weights of all connecting links, here, initial values for the weights are set in the small random values between   − 0.3   and   + 0.3   [33]. Momentum coefficient and learning rate in BPNN are chosen from   [ 0.021 , 0.029 ]   and   [ 0.345 , 0.539 ]  , respectively. Besides, in order to overcome the possible overfitting problem in forecasting, regularization is employed of the parameter ranged in   [ 0.87 , 0.9 ]   for   k ∗   groups of models.



Finally, Maximum Absolute Error (MxAE), Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE) between the revised solar power and the actual value are used to quantify the performance of each group. MxAE, RMSE and MAPE are widely used statistical measurements of the accuracy of the models [22]. In addition, in each group, MxAE, RMSE and MAPE are defined as follows:


   MxAE = max  |   y n  −   y ^  n   | ,  n = 1 , 2 , ⋯ ,   N k   



(9)






  RMSE =    1  N k    ∑  n = 1   N k     (  y n  −   y ^  n  )  2     



(10)






  MAPE =  100  N k    ∑  n = 1   N k       y n  −   y ^  n    y n     



(11)




where   N k   is the number of predicted points in type k,   y n   is actual solar power for the nth point, and    y ^  n   represents the revised solar power.




3.4. Closed-Loop Feedbacks and Updates


ASPF not only has the ability to compensate the error existed in original predictive solar power day-ahead, but also uses the historical solar actual power as the revised value. So, it is necessary to search for a similar day in the system. Besides, it should be feasible to use   P  s d m    as a substitute of   P  r e v   , and important to guarantee this   P  s d m    with high accuracy. All above requirements are accomplished by the closed-loop feedback and updating mechanism.



In this paper, we use   Δ 2   to define the MxAE of the current forecasting model. In addition, the criteria for judging similar days is related to network parameters and determined by the maximal absolute error of the current BPNN. with the input data of    |   x i  −  x j   |   , BPNN can get the difference of the predictive PV power and the actual values, if this difference is less than   Δ 2  , their corresponding actual values will be replaced by each other with acceptable errors. So the actual solar power of the similar data can be used as the revised value directly when this similarity meets certain conditions. Here, the specific relationship of the   Δ 1   with the BPNN and this condition are shown below.



The original forecasting models are built in Section 3.3, and after the models are trained, MxAE, weight  ω  and bias b can be obtained from BPNN. BPNN can be formulated as the non-linear function, expressed as:


   y ^  = f  (  x ′  ω + b )   



(12)




and for any input data    x i  ,  x j  ∈ S  , if it satisfies:


       |   y i  −   y ^  i   | ⩽   Δ 2         |   y j  −   y ^  j   | ⩽   Δ 2       



(13)




and the function   f ( · )   has the properties of monotonically increasing and derivable. So    |    y ^  i  −   y ^  j   | ⩽   | f ( |  x i  −  x j   | ′  ω + b ) |   .



In case 1, if   y ⩾  f (  x ′  ω + b )   , the actual solar power will be larger than the revised one. Thus,


   (  y i  −  y j  )  ⩽  ( f  (  x i ′  ω + b )  − f  (  x j ′  ω + b )  )   



(14)




so,


   |   y i  −  y j   | ⩽    ( f ( |   x i  −  x j    |  ′  ω + b  ) )   ⩽  Δ 2   



(15)







In case 2, if   y ⩽  f (  x ′  ω + b )   , the relationship of Equation (15) also can be obtained.



Therefore, with the difference obtained by input data    |   x i  −  x j   |   ,   f ( · )   is known, if the result of   f ( · )   is less then   Δ 2  ,   y i   and   y j   will be replaced by each other with acceptable errors. On the other hand, when the prediction model is invariant, by comparing the similarity of predicted input information, the actual solar power of similar historical day can be used as the revised PV power directly if it satisfies certain condition. In addition, we give this condition below.



In practice, through comparing the maximal    |   x i  −  x j   |    and the corresponding value calculated by the   f ( · )   is known, it can be found that if    Δ 1  ⩽   max |   x i  −  x j   |    , then    |   y i  −  y j   | ⩽   Δ 2   . So the initial   Δ 1   can be chosen as    max |   x i  −  x j   |   , and thus   Δ 1   has a close relationship with the updated network. As the accuracy of the updating network increases, the precision of the similar days’ solar power prediction becomes higher and higher. So it is reasonable to adopt historical actual solar power as the day-ahead revised data when the similar input message exists. Our proposed method is available for reusing the historical data to achieve better forecasting revision.





4. Adaptive Solar Power Forecasting Algorithm


Based on the Algorithms in Section 3, in this section, we present the complete ASPF.



4.1. Effectiveness of the ASPF


As more data collected, there will be more and more historical data in database, so it is not proper to use an invariant parameter as   Δ 1   to search for the similar day. Meanwhile, the potential function in [21] has a good performance of slow decaying. Based on this, the decaying of   Δ 1   is defined as:


      Δ  1 , u p   =  Δ 1   e  −  2 π   ( 1 −   L a   L  a v e    )  arctan  ( N L )        



(16)




where   Δ 1   is current value,   Δ  1 , u p    represents the updated value of   Δ 1   in the presence of multiple similar days,    L  a v e   =  1  N L    ∑  l = 1   N L   L  ( l )   , and   L = { L  ( n )  ⩽  Δ 1  }  ,    L a  = min  { L }   . In Equation (16),   Δ 1   is updated only when more than two similar days exist. The flow chart in SDM is shown in Figure 6a.



Similarly, the forecasting error gradually decreases with the increasing amount of the testing data. In addition to this, in the system, the networks can be re-trained when the predictive error beyond the   Δ 2  . Meanwhile, if MxAE of the testing day    H  ( d )  = max |    y ^  d   ( t )  −  y d    ( t )  | , t = 1 , 2 , ⋯ , T    is less than the initial   Δ 2  , it is then to decrease   Δ 2  , obtained from Equation (9), where d represents the index of the day. The decreasing of   Δ 2   follows


   Δ  2 , u p   =  Δ 2   e  −  ( 1 −   H ( d )   Δ 2   )    H ( d )   Δ 2      



(17)




where   Δ  2 , u p    is the updated value of   Δ 2  . The flow chart of updating BPNN and   Δ 2   is shown in Figure 6b.



Figure 7 shows the complete flow chart of ASPF, in which the forecasting accuracy can be improved gradually, and the historical data is thus used more effectively. Moreover, according to the similar daily information, ASPF adaptively identifies and compensates for the predicted solar power day-ahead.




4.2. The Algorithm of whole System


Based on the above analysis, we now summarize the complete steps of the algorithm to realize the ASPF in Algorithm 2.





	Algorithm 2: Adaptive Solar Power Forecasting Algorithm



	Step 1: The historical data is divided into different groups by Algorithm 1, and corresponding clustering centers   C k ∗   are confirmed.



	Step 2: LARS is used to each group to get its important predictors, and BPNN is employed to learn the features in every group, subsequently, according the principle in Section 3.4,   Δ 1   and   Δ 2   is setup.



	Step 3: For a new   P  o r i    and its important predictors, compares with   C k ∗  , if the maximal error is less than   Δ 1  , go to Step 4; otherwise, go to Step 5.



	Step 4:   P  o r i    and its important predictors compares with every data in group k, and finds the most similar day as   P  r e v   , and update   Δ 1   according formulation Equation (16), then go to Step 6.



	Step 5:   P  o r i    is revised by BPNN, and the day-ahead PV power   P  r e v    is obtained, go to Step 6.



	Step 6:    Δ = |   P  a c t   −  P  r e v    |   , if any element in  Δ  is larger than   Δ 2  , update the BPNN, storage   P  a c t    and   P  o r i    in EMS, then go to Step 3; otherwise, go to Step 7.



	Step 7: According to formulation Equation (17) update   Δ 2  , and go to Step 3.








5. Simulation Results


In this section, we test the performance of ASPF based on the trace obtained from a small power system in China. In order to validate the proposed algorithm, we apply it in the original forecasting PV power which is predicted by radial basis function NN and Multiple Linear Regression (MLR). The algorithms including the improved k-means, LARS, BPNN and ASPF are verified via simulations and comparisons.



5.1. Data Description


In this paper, the small power system consists of micro-diesel, photovoltaic array, lithium battery cabinet and load demand. The simulations are performed to verify the operation of the proposed algorithm. The data used in ASPF comes from the actual factory which locates in Hekou town, Nantong city, China(   32.49 ∘  N ,  120.83 ∘  E  ). For PV power forecasting, the prediction can be performed every 2 h, 1 h, 0.5 h, or 15 min according to users’ demand. All the simulations complete in the MATLAB, and in our ASPF the computation time mainly depends on the BPNN which only takes several seconds one time in Matlab. So the results of ASPF can be used in day-ahead energy management, and it can be applied to the real-time energy management too. In this paper, the parameter for the PV power adaptive compensation time interval is set to 1 h based on our system. In this system, solar power is mainly supplied to the canteen and the water pumps in the factory. According to the historical data, we obtain the original forecasting PV power in NN and MLR respectively, and store them in EMS.




5.2. Predicting Compensation of ASPF


The data of original solar power is from 1 January to 31 December 2016 in Hekou town. For the k-means algorithm, the initial cluster centers calculated by the potential function need less iterations compared with traditional stochastic way, as shown in Figure 8a. As explained in Section 3.1, the range of k is from 2 to 19. In addition, the initial cluster centers can be found fast and better to determine the optimal number of clusters, and effectively avoid the occurrence of non-clustering situation. Equations (4)–(6) are used to determine the optimal number of clusters. Based on the methods described in Section 3.1, the number of clusters for different k under NN and MLR are shown in Figure 8b, where we can see that the optimal number of clusters is    k ∗  = 2   in NN, and    k ∗  = 3   in MLR.



In order to modify the differences in original method for forecasting day-ahead solar power, LARS is used to analyze the key factors which affect the forecasting most in NN and MLR. In addition, the critical parameters are different in NN and MLR, shown in Table 2 and Table 3. The forecasting results of NN and MLR for different groups are summarized in Table 4 and Table 5, which show that our proposed method has greatly improved the accuracy of PV prediction no matter the PV power is predicted by machine learning or MLR.




5.3. Performance Evaluation of ASPF


We now validate that our ASPF can adaptively revise the solar power which is predicted by NN. We randomly select 100 days of data from 1 January to 31 October 2016, and store the data as the initial database, which includes both predictive information and PV actual power. The data in the database gradually accumulates as the number of days increases in this system. Data from 1 November to 30 December 2016 are used to test the effectiveness of the ASPF. By comparing with the cluster centers   C 1 ∗   and   C 2 ∗  ,   g r o u p   1 has 23 data points, and   g r o u p   2 has 37. Here,    d 1  = 1 , 2 , ⋯ , 23  ,    d 2  = 1 , 2 , ⋯ , 37  .



For these 60 testing days, the ASPF results are in Table 6. NL is the number of days whose MxAE is smaller than   Δ 2  , and NB denotes the number of days whose MxAE is larger than   Δ 2  . Through Table 6, it can be observed that there are 8 times with similar day, and 15 times with no similar day in   g r o u p   1. Due to the stored data in   g r o u p   1 is less than in   g r o u p   2, there are only 4 times that the historical actual value can be accepted as revised solar power. The non-similar day data are revised by our proposed BPNN, and the results are ideal as their MxAEs are less than   Δ 2  . Moreover, the similar day number of group 2 is more than that in group 1 because there are more data in   g r o u p   2 in the database. There is also one non-similar day’s result predicted by BPNN over the   Δ 2  , because the weather changes are more complex in non-sunny circumstances which lead to larger errors. However, the overall performance of our proposed methods is very stable and reliable.



The comparisons between the proposed method and the historical data are shown in Figure 9 and Figure 10. Here,   P  s d m    denotes the corresponding historical actual solar power if similar days exist.   P  o r i    is the predicted solar power by original method.   P  a c t    represents the actual solar power of the day. Figure 9a shows the result when there is a similar day in   g r o u p   1 and when    d 1  = 1  ,   P  s d m    is used as the revised PV power. In addition, at the night of the day, we can know the actual solar power    P  a c t    (  d 1  )    by EMS, the MxAE between the   P  s d m    and    P  a c t    (  d 1  )    will be gotten, here MxAE is 9.112, less than initial   Δ 2  , which is 9.476. In Figure 9b, there are 3 similar days, and the actual MxAE between   P  s d m    and    P  a c t    ( 13 )    is 8.351, larger than the current   Δ 2  . In Figure 9d, the data of the 13rd day are used to retrain the BP neural network. When    d 1  =  [ 2 , 3 , 4 , 5 , 6 , 8 , 9 , 10 , 11 , 12 ]   , there is no similar day, so BPNN is used to get the day-ahead revised solar power as shown in Table 7. And the MxAEs in these days are less than 9.476, so   Δ 2   gradually reduces.   Δ 2   does not update when BPNN is not working as shown in Figure 9d for the 6th and the 7th day. Figure 9c illustrates the   Δ 1   in EMS, and if there is no similar day or the number of similar days is 1,   Δ 1   is constant. When the number of similar days is larger than 1, it means several similar days are in the database, and   Δ 1   should be lowered in order to find possible similar days as the data increases. In this way, the efficiency of ASPF keeps improving. Please note that, we plot the results for sunny day in Figure 9 and Figure 10, however, our simulation results are not only effective for sunny days, but also for PV power revision in other weather types, such as cloudy, rainy day. It can be seen in Table 7 and Table 8, because the data in   g r o u p   1 or   g r o u p   2 can be any weather types.



The results from   g r o u p   2 are shown in Figure 10. The number of similar days increase, the change in   Δ 1   and   Δ 2   are even more apparent than   g r o u p   1. This change depends on the number of operation days. Table 7 and Table 8 record the detailed steps in   g r o u p   1 and   g r o u p   2. Here, SI is an indicator of the existence of similar days: 1 indicates similar days exist, while 0 means no similar day. TS represents the number of similar days when SI   ⩾ 1  . WD is the MxAE in    P  s d m   /  P  r e v    , and   P  a c t    is less than   Δ 2  . In contrast, BD indicates that the MxAE is greater than   Δ 2  . NS is the opposite of SI, and NS = 1 means no similar day.   W  D ′    and   B  D ′    are used to record the states of our revised prediction performance after updating.



In Table 7, BD is 1 in the 13th day, which means the similar day’s actual value has a large deviation from the 13th day’s actual solar power. In addition, then, ASPF retrains the network using the 13th day’s data at the end of the 13th day. When there is similar day close to the 13th day at the 18th day, the 13th day’s actual solar power is adopted as day-ahead revised power and the MxAE is less than   Δ 2  . The same situation also happens in   g r o u p   2, as shown in Table 8. In   g r o u p   2, at the 3rd day, there is no similar day, solar power is revised by BPNN and then stored in database as shown in Table 8. In addition, the 25th day is similar to the 3rd day’s information, so the 3rd day’s actual solar power is used as the 25th day’s revised power, and the result is acceptable as shown in Figure 10d. This reveals that as the number of data increases, the results of adopting similar day’s actual power become more accurate, and the predictive input message can be identified and compensated adaptively.



Through the above simulations, it is reasonable to use the similar day’s actual value as the solar forecast power if the forecasting data satisfies the certain condition, which limits the deviation of the predicted data be less than   Δ 1  . Also, because BPNN updates the network when MxAE exceeds   Δ 2  , this also ensures that BPNN can effectively predict the data in different situations. In the case of 98%, BPNN can get satisfactory results in this system.



Furthermore, in order to verify the wide applicability of our proposed ASPF algorithm, we run similar simulation for the PV power predicted by MLR, and compare the result. Firstly, 150 days data from 1 January 2016 to 31 August 2016 are randomly selected as the initial database to get the MLR predictive PV power. Then, we select 120 days from 1 September, to 31 December 2016 as testing data. According to the results of k-means, the data of the testing days is classified into three groups, which contain 43, 51, and 26 days, respectively. In addition, the ASPF simulation results are shown in Figure 11. In Figure 11a,   Δ 1   gradually decreases as the number of days increases, because the data in   g r o u p   1 has more accurate predictions than   g r o u p   2 from Table 5. As   Δ 2   decreases in Figure 11b, the network updates continuously, and the number of similar days increases so that   Δ 1   becomes smaller correspondingly. For Figure 11c,e,   Δ 1   does not change, because in   g r o u p   2 and   g r o u p   3, the number of the similar days are less than in   g r o u p   1.   Δ 2   in Figure 11d,f decrease gradually, and thus the accuracy of our method improves continuously. In summary, the proposed ASPF obtains high-precision prediction values in both non-similar days and similar day mode under different predicting methods.





6. Conclusions


In this paper, we propose an adaptive solar power forecasting algorithm for highly precise solar power forecasting. We firstly present the adaptive framework of the algorithm, integrating the improved k-means clustering, LARS and BPNN. ASPF is thus able to select the important variables, compensate the predictions from different methods, and update the BPNN adaptively. We also present these algorithms in details. Finally, we evaluate the proposed ASPF through the simulated experiments. We verify the validity of these algorithms, such as, improved k-means, LARS, BPNN and ASPF. Furthermore, we testify the effectiveness of the ASPF algorithm for different prediction models. The simulation results show that our proposed method greatly improves the accuracy of solar power, and keeps improving as more data collected. For future work, we consider to apply ASPF in other application, such as energy scheduling mentioned in Introduction.
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Figure 1. The function of ASPF. 
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Figure 2. The principle of the Identify similar days. 
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Figure 3. The ASPF schematic in different mode. 
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Figure 4. The principle of Updating judgment. 






Figure 4. The principle of Updating judgment.



[image: Applsci 08 02224 g004]







[image: Applsci 08 02224 g005 550] 





Figure 5. The solar power for different weather types. 
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Figure 6. The flow chart for searching similar days. 
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Figure 7. The flow chart for ASPF in power systems. 
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Figure 8. (a) The iterations in traditional and improved k-means. (b) The curve of determining the optimal number of clusters. 
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Figure 9. The results of   g r o u p   1 in ASPF. (a) denotes that there is a similar day, and the MxAE between the actual solar power and historical value is less than   Δ 2  ; on the contrary, (b) shows the results that the MxAE is larger than   Δ 2  ; (c) plots a curve that the   Δ 1   in   g r o u p   1 changes with the similar days’ message; (d) shows the   Δ 2   in   g r o u p   1 changing with MxAE. 
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Figure 10. The results of   g r o u p   2 in ASPF. (a) denotes that there is a similar day, and the MxAE between the actual solar power and historical value is less than   Δ 2  ; on the contrary, (b) shows that the MxAE is larger than   Δ 2  ; (c) plots a curve that the   Δ 1   in   g r o u p   2 changes with the similar days’ message; (d) shows the   Δ 2   in   g r o u p   2 changing with MxAE. 






Figure 10. The results of   g r o u p   2 in ASPF. (a) denotes that there is a similar day, and the MxAE between the actual solar power and historical value is less than   Δ 2  ; on the contrary, (b) shows that the MxAE is larger than   Δ 2  ; (c) plots a curve that the   Δ 1   in   g r o u p   2 changes with the similar days’ message; (d) shows the   Δ 2   in   g r o u p   2 changing with MxAE.
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Figure 11. The results of ASPF applied to compensate the solar PV predicted by MLR. (a,c,e) are the trend of   Δ 1   in   g r o u p   1,   g r o u p   2 and   g r o u p   3. (b,d,f) denote the   Δ 2   in   g r o u p   1,   g r o u p   2 and   g r o u p   3 respectively. 
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Table 1. Notation.
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	Symbol
	Description
	Symbol
	Description





	   P  o r i    
	the original predictive solar power
	   C k  g i v    
	initial given clustering center in group k



	   P  r e v    
	the revised solar power
	   C k ∗   
	optimal clustering center in group k



	   P  a c t    
	the actual solar power
	   D n  ( k )    
	density function value of the nth data in order to calculate the initial center of   k + 1  th cluster



	   P  s d m    
	the historical solar power
	   D k ∗   
	the kth group initial cluster center



	   Δ 1   
	the threshold to judge the similar day
	   D w   
	inner distance in the same group



	   Δ  1 , u p    
	the updated value of   Δ 1  
	   D b   
	the minimum distance between different groups



	   Δ 2   
	acceptable error between   P  r e v    and   P  a c t   
	   I k   
	intra-group and inter-group index



	   Δ  2 , u p    
	the updated value of   Δ 2  
	   N k   
	the number of data in kth cluster



	   R s   
	signal to trigger the network updating
	   x  k , g    
	the gth data in group k



	x
	the vector contains   P  o r i    and weather data
	   c  o r    
	correlation coefficient of residual



	N
	the total number of x
	    o ^  n   
	the predictive value of the nth data



	k
	clustering number
	w
	the weight of neural network



	K
	the maximum number of clusterings
	b
	the bias value of neural network



	   C k   
	the kth clustering center
	h
	the number of hidden neurons



	   N T   
	total number of similar days or non-similar day
	   N L   
	the number of days with the MxAE less than   Δ 2  



	   N B   
	the number of days with the MxAE larger than   Δ 2  
	   S I   
	the indicator to record whether there is a similar day



	   T S   
	the number of similar days when   S I ≥ 1   in    P  s d m   /  P  r e v     and    P  a c t   ≥  Δ 2   
	   W D   
	the indicator to record whether MxAE in    P  s d m   /  P  r e v     and    P  a c t   ≤  Δ 2   



	   B D   
	the indicator to record whether MxAE
	   W  D ′    
	the indicator to record   W D   state after NN updated



	   B  D ′    
	the indicator to record   B D   state after NN updated
	   N S   
	the indicator without similar day
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Table 2. The results of variable selection by LARS in NN.
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	Pattern
	
	Key Factors
	





	group 1
	Original solar power
	Air temperature
	



	group 2
	Original solar power
	Air temperature
	Sunshine duration










[image: Table] 





Table 3. The results of variable selection by LARS in MLR.






Table 3. The results of variable selection by LARS in MLR.












	Pattern
	
	Key Factors
	
	





	group 1
	original PV power
	Sunshine duration
	Air temperature
	Relative humidity



	group 2
	original PV power
	Relative humidity
	Air temperature
	Sunshine duration



	group 3
	original PV power
	Air temperature
	Sunshine duration
	










[image: Table] 





Table 4. Comparison of forecasting results in NN.






Table 4. Comparison of forecasting results in NN.











	
	RMSE (kW)
	MAPE (%)
	MxAE (kW)





	group 1
	3.66
	4.30
	9.476



	   N N   
	9.31
	16.42
	22.34



	group 2
	1.74
	7.04
	8.33



	   N N   
	6.44
	31.91
	18.14
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Table 5. Comparison of forecasting results in MLR.






Table 5. Comparison of forecasting results in MLR.











	
	RMSE (kW)
	MAPE (%)
	MxAE (kW)





	group 1
	3.02
	7.43
	10.01



	   M L R   
	9.01
	51.04
	25.51



	group 2
	3.87
	8.39
	9.67



	   M L R   
	9.59
	44.73
	20.46



	group 3
	2.68
	6.54
	8.54



	   M L R   
	11.99
	34.66
	23.14
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Table 6. The results of ASPF.






Table 6. The results of ASPF.





	
Pattern

	
Similar Days

	
Non-Similar Day




	
NT

	
NL

	
NB

	
NT

	
NL

	
NB






	
  g r o u p   1

	
8

	
4

	
4

	
15

	
15

	
0




	
  g r o u p   2

	
17

	
12

	
5

	
20

	
19

	
1
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Table 7. The results of ASPF in   g r o u p   1.






Table 7. The results of ASPF in   g r o u p   1.





	Day
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23





	SI
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	1
	1
	0
	1
	1
	0
	0
	1
	0
	0



	TS
	1
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	1
	1
	1
	0
	1
	1
	0
	0
	1
	0
	0



	WD
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0



	BD
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1
	0
	1
	0
	0
	0
	1
	0
	0



	NS
	0
	1
	1
	1
	1
	1
	0
	1
	1
	1
	1
	1
	0
	0
	0
	1
	0
	0
	1
	1
	0
	1
	1



	   W  D ′    
	0
	1
	1
	1
	1
	1
	0
	1
	1
	1
	1
	1
	0
	0
	0
	1
	0
	0
	1
	1
	0
	1
	1



	   B  D ′    
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
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Table 8. The results of ASPF in   g r o u p   2.






Table 8. The results of ASPF in   g r o u p   2.





	Day
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31
	32
	33
	34
	35
	36
	37





	SI
	1
	1
	0
	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	1
	0
	1
	1
	0
	0
	0
	1
	0
	0
	1
	1
	1
	0
	0
	1
	0
	0
	1
	0



	TS
	1
	2
	0
	5
	5
	0
	1
	0
	0
	0
	0
	0
	0
	0
	2
	1
	1
	2
	0
	2
	5
	0
	0
	0
	1
	0
	0
	1
	1
	1
	0
	0
	1
	0
	0
	7
	0



	WD
	1
	0
	0
	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	0
	0
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	1
	0



	BD
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	0
	0
	0
	0
	0
	0
	0



	NS
	0
	0
	1
	0
	0
	1
	0
	1
	1
	1
	1
	1
	1
	1
	0
	0
	0
	0
	1
	0
	0
	1
	1
	1
	0
	1
	1
	0
	0
	0
	1
	1
	0
	1
	1
	0
	1



	   W  D ′    
	0
	0
	1
	0
	0
	1
	0
	1
	1
	1
	1
	1
	1
	1
	1
	0
	0
	0
	1
	0
	0
	1
	1
	1
	0
	1
	0
	0
	0
	0
	1
	1
	0
	1
	1
	0
	1



	   B  D ′    
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
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