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Featured Application: On-machine optical measuring process of through-hole depth for
automatic drilling and riveting system.

Abstract: In the aerospace manufacturing industry, it is impossible to achieve precise and efficient
automatic drilling and riveting for largescale composite board parts. The bottleneck is that the depth
detection of rivet holes still relies on manual operation, which seriously affects the assembly efficiency
and stability of composite board parts. In order to realize accurate and efficient on-machine automatic
measurement for through holes in the automatic drilling and riveting process of largescale composite
board parts, this paper presents a novel hole depth measuring device. Its mechanical structure is
developed based on our newly designed measurement scheme and optical path, the purpose of which
is to convert the hole depth data into displacement data of the probe motion. Its electrical hardware
consists of three units: a laser transceiver unit to pick up laser spots; a displacement measuring
unit to capture the probe movement in real time; and a driving unit to achieve motion control of
the probe. Finally, the experimental results indicated that the proposed method and device are
capable of performing automatic measurements for through-hole depth. In addition, factors affecting
the measuring accuracy and stability of the device are initially analyzed and discussed, which lay a
foundation for subsequent research on error compensation and probe calibration.

Keywords: on-machine measurement; through-hole depth; image processing; automatic drilling and
riveting; large-scale composite board; depth detection

1. Introduction

The aerospace manufacturing industry belongs to the field of high-end equipment manufacturing
and requires a large number of high-tech technologies as technical support [1]. Among them, the precise
and efficient assembly of largescale composite board parts is a representative technical difficulty in the
aircraft assembly process [2]. Such parts typically exhibit complex curved surface structures, and their
assembly requires extensive drilling and riveting operations [3]. It is worth noting that the depth of the
rivet hole is different from the original design. This is because preparation processes such as bending,
bonding, and solidification of the composite board parts cannot be controlled to perfection, resulting
in mismatch in shape and thickness [4]. Therefore, it is especially necessary to adaptively adjust the
length of the rivet, according to the actual size of the hole [5]. In other words, the automatic drilling
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and riveting manipulator first needs to measure the current hole depth, and then select a rivet with
appropriate length for riveting operations.

However, there is currently no equipment that can automatically measure the depth of through
holes. At present, the riveting of large composite board parts still relies on manual operations, which
include hole depth measurement, rivet selection, and riveting [6]. It is worth noting that largescale
aerospace composite parts often have thousands of holes that need to be riveted [7]. Manual riveting
consumes a lot of manpower, is inefficient, and is prone to human error [8]. Therefore, there is
the urgent need for a method or apparatus that will enable on-machine automatic measurement of
through-hole depth, offering vital technical support to automatic drilling and riveting of largescale
composite board parts.

In-depth research on hole parameter measurement can be roughly divided into the
following categories:

(i) Detection and recognition of hole position and hole shape. Shetty et al. [9] proposed a hole
detection method based on machine vision to test the cooling holes of fan blades in aero engines.
They developed a testing system based on machine vision and laser detection that guarantees the
quality of porous components. The system recognizes the appearance of measured parts to detect
pore size and distance between adjacent holes on parts. It can recognize the bottom of holes using
a laser detection system. The purpose of the system is to detect the distance between holes and
the diameter of holes, but not the depth of the holes. Baeg et al. [10] studied the identification and
positioning of threaded holes. In order to realize automatic assembly in the field of automotive
manufacturing, they designed a set of automatic identification and positioning system for thread
holes. This method adopts machine vision, auxiliary light-emitting diode (LED), and auxiliary
positioning laser generator to identify the threaded hole and get its three dimensions (3D) coordinates.
The purpose is to identify the location of the hole without measuring its specific parameters.
Usamentiaga et al. [11] specialized in the study of non-destructive testing of holes in honeycomb
sandwich panels. The whole panel was thermally imaged and image analyzed in order to obtain the
position and shape information of the hole on the honeycomb sandwich panel. The hole extracted
in this study is mainly a position parameter, and the integrity of the hole, but does not involve the
extraction of hole depth parameters.

(ii) Hole quality inspection. Gong et al. [12] focused on the field of deep hole measurement.
Aimed at holes with a large depth-to-diameter ratio, they proposed an internal structure detection
method based on micro vision. Charge-coupled device (CCD) sensors and endoscopes are used to
capture images of the hole structure and components, extract the curve from the image, and then detect
the quality of the hole structure. This research realizes quality inspection of the inner connector of the
micro hole, and provides a method for its detection. However, its main purpose is quality inspection.
It does not pay attention to the measurement of the dimension parameters of the hole itself, and
its measurement of displacement or distance is inadequate. Bernard, Flaherty and O’Connor [13]
conducted studies on the field of quality measurement of holes. The object of this study was a
pipe with small boreholes. The boreholes are usually through-holes, but excessive drilling may
occasionally lead to damage. Therefore, a detection method was designed, in which a luminescent
fiber is inserted into the tube and CCD is used to collect light signals outside the tube, in order to detect
the permeability of the hole. The research object is a hose part, which does not involve mechanical
parts of other materials such as metal materials, and its characteristics acquired are hole permeability
and the integrity of parts. Zavyalov [14] proposed a high curvature optical imaging lens to obtain 3D
shapes of pores. The proposed method can generate images and detect the quality of holes quickly.
However, limited by the measuring principle and lens curvature, this system makes measuring holes
with small aperture and long depth difficult, and it also cannot offer specific hole depth data.

(iii) Measurement of hole depth parameters. In order to achieve laser drilling of bones, Quest,
Gayer and Hering [15] proposed a method to measure the hole depth of bone drilling by laser, which
is applied to the field of oral implants. With laser triangulation and tomography, the actual position of
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laser ablation in bone can be calculated. This study provides an indirect method to measure the hole
depth parameters of micro holes using optical systems. The measurement object is the skeleton, and
the whole process needs to be combined with fault images for comprehensive analysis. Therefore,
it cannot be directly applied to the rapid measurement of large mechanical parts, and cannot achieve
through-hole depth measurement. Takeda et al. [16] developed a method that can obtain hole depth
by using the fringe projection approach. To measure 3-D objects with large height discontinuities,
they proposed a coaxial optical sensor system with a common image plane for pattern projection and
observation. A grating pattern is constantly illuminated on the measuring object and the whole field of
view is imaged back onto the CCD sensor through a specific optical path. The object then moves along
the Co-image plane until it passes through. If the measured object has a hole, the fringe amplitude
reaches its peak when the bottom and upper surfaces of the hole pass the Co-image. According to this
feature, hole depth can be calculated by measuring the displacement of the object between the two
peaks. The fringe projection approach can be used to measure not only hole depths, but also shapes of
objects [17]. This study provides the possibility of simultaneously measuring of multiple hole depths.
Even more, the fringe projection approach can be applied to complex measurement environments by
using fiber optics [18]. However, since this method takes some time to perform a large number of
calculations to obtain fringe amplitude peaks, it will have a slightly lower measurement efficiency,
especially during online measurements. And the premise of this measurement method is that the
measured hole needs to have a bottom surface. When it comes to a through hole, the fringe amplitude
will only have one peak, which may make measuring through holes a little difficult. Lin, Powell and
Jiang [19] carried out research in the field of real-time depth measurement of laser drilling. An optical
system based on confocal principle was developed for laser drilling, which is used for real-time
measurement of micro hole depth during laser drilling. The idea is to obtain the depth of laser
drilling indirectly by obtaining the relevant parameters in the laser beam path. Similarly, Ho, Chiu
and Chang [20] studied the relationship between the hole depth parameters of laser drilling and the
intensity of plasma luminescence emitted during drilling. The above two methods focus on hole depth
measurement during laser drilling, which are not suitable for depth measurement in other processes
such as mechanical drilling.

The above methods are mainly aimed at the spatial position identification of holes, quality
inspection of hole shape, or hole depth measurement for laser drilling. However, existing research on
the depth measurement of through holes is lacking. Existing methods can only measure the depth of
blind holes using laser measurements or machine vision, and it is impossible to measure the depth of
through holes, especially in the case where the depth/diameter ratio is large. At present, there are
no reports on methods and instruments for on-machine measurement of through-hole depth in the
field of automatic drilling and riveting. In view of the above problems, this paper carried out research
on the on-machine measurement of through-hole depth. A new measurement method is proposed,
a corresponding laser light path and novel measuring device with optical sensor and grid-capacitance
sensor is designed, and its prototype is fabricated.

The remainder of this paper is organized as follows: In Section 2, the optical path design,
device design, and the measuring method design of the hole depth on-machine optical measuring
equipment are described in detail. Section 3 shows the experimental testing process and discusses data
processing and analysis results. Finally, this paper draws conclusions in Section 4 and looks forward to
follow-up research.

2. Approach Description

2.1. Measurement Scheme

In order to realize the measurement of through-hole depth, the measurement scheme is first
designed and its overall workflow is introduced. As shown in Figure 1, the whole measurement
process is divided into five steps:
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Figure 1. Schematic diagram of the probe movement process. 

The probe is in continuous movement during the measuring process. At the beginning of the 
measuring process, the device is first placed above the hole using mechanical equipment (e.g., 
mechanical arm, articulated arm-measuring machine); the axis of the device coincides with the axis 
of the hole. The direction of laser emission from the front of the probe is perpendicular to the axis of 
the probe. In Step 1, since the emitted laser beam is not projected onto the inner wall of the hole, the 
probe cannot sense the laser spot on the wall of the hole and continues to move downwards. In Step 
2, the laser beam is even with the upper surface of the hole. As the probe continues to move 
downward, the laser beam is projected onto the wall of the hole and forms a laser spot. At this point, 
the sensor inside the probe detects the laser spot and immediately records the current position of the 
probe. In Step 3, the probe enters the hole, and continuously senses the laser spot signal and continue 
to feed downward [21]. In Step 4, the laser beam is even with the lower surface of the hole, and exits 
the hole. After that moment, the probe cannot sense the laser spot and immediately records its current 
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designed for our measuring system. The laser emitted by the laser transmitter is at an angle of 45° to 
the plane of the beam splitter. Due to the working principle of the beam splitter, when the laser is 
directed at the beam splitter, half of the light is projected in the original direction, and the other half 
of the light is reflected [22]. Therefore, by using two parallel splitters, the laser beam emitted from 
the laser transmitter can be projected perpendicular to the wall of the measured hole. At this time, 
the laser beam reflected by the hole wall can also be projected onto the CCD through these two beam 
splitters. In order to converge the laser beam, which will gradually diverge in the projection process, 
a convex lens is placed at the laser exit end, as shown in Figure 2, and another one is placed in front 
of the CCD to focus the laser beam on it. 

Figure 1. Schematic diagram of the probe movement process.

The probe is in continuous movement during the measuring process. At the beginning of
the measuring process, the device is first placed above the hole using mechanical equipment
(e.g., mechanical arm, articulated arm-measuring machine); the axis of the device coincides with
the axis of the hole. The direction of laser emission from the front of the probe is perpendicular to the
axis of the probe. In Step 1, since the emitted laser beam is not projected onto the inner wall of the
hole, the probe cannot sense the laser spot on the wall of the hole and continues to move downwards.
In Step 2, the laser beam is even with the upper surface of the hole. As the probe continues to move
downward, the laser beam is projected onto the wall of the hole and forms a laser spot. At this point,
the sensor inside the probe detects the laser spot and immediately records the current position of the
probe. In Step 3, the probe enters the hole, and continuously senses the laser spot signal and continue
to feed downward [21]. In Step 4, the laser beam is even with the lower surface of the hole, and exits
the hole. After that moment, the probe cannot sense the laser spot and immediately records its current
position. The depth data of the through hole is obtained by the displacement difference of positions
recorded in steps 2 and 4. In Step 5, the probe moves upward and returns to its initial position.

2.2. Optical Path Design

This section details how the laser signal of the device is projected from the laser transmitter
onto the wall of the hole and ultimately reflected back to the CCD. Figure 2 shows the optical path
designed for our measuring system. The laser emitted by the laser transmitter is at an angle of 45◦

to the plane of the beam splitter. Due to the working principle of the beam splitter, when the laser
is directed at the beam splitter, half of the light is projected in the original direction, and the other
half of the light is reflected [22]. Therefore, by using two parallel splitters, the laser beam emitted from
the laser transmitter can be projected perpendicular to the wall of the measured hole. At this time,
the laser beam reflected by the hole wall can also be projected onto the CCD through these two beam
splitters. In order to converge the laser beam, which will gradually diverge in the projection process,
a convex lens is placed at the laser exit end, as shown in Figure 2, and another one is placed in front of
the CCD to focus the laser beam on it.
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Figure 2. Optical path design of the measuring system. 

A problem in the process is that the diameter of the probe is only 2 mm, which cannot 
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path design is to project the laser beam emitted from the laser transmitter onto the hole wall. Beyond 
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path and processed in the next step. 

2.3. Image Processing 
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processing is performed when the CCD receives the laser signal, and how to set the white pixel 
threshold for adjusting the actual measured value. 
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Figure 2. Optical path design of the measuring system.

A problem in the process is that the diameter of the probe is only 2 mm, which cannot
accommodate a laser transmitter with diameter of 6 mm. Therefore, the ultimate goal of the optical path
design is to project the laser beam emitted from the laser transmitter onto the hole wall. Beyond that,
the light reflected back from the wall of the hole can be collected by the CCD through this optical path
and processed in the next step.

2.3. Image Processing

Based on the optical path designed above, this section will specifically describe how image
processing is performed when the CCD receives the laser signal, and how to set the white pixel
threshold for adjusting the actual measured value.

The device determines whether the probe enters the hole or protrudes out of the hole by acquiring
the laser signal reflected back from the hole wall. After the laser signal is acquired by the CCD,
it is imaged as a red spot by red-green-blue (RGB) colour model [23]. Since the CCD acquires optical
signals for all external environments, there are laser signals and interference light signals from the
external environment in the original image. Therefore, the ultimate goal of image processing is to
identify the presence or absence of a red laser signal from the original image. Figure 3 shows the block
diagram of imaging identification and screening process.

As shown in Figure 3, when the laser signal is projected onto the hole wall, the CCD
receives the reflected laser signal and transmits the single frame image to the host computer for
real-time processing [24]. Next, the image colour model needs to be transformed from RGB to
hue-saturation-value (HSV). After that, we set the parameters of HSV model image to screen the laser
wavelength produced by the laser transmitter. In order to facilitate calculation of the selected laser
spot imaging, the image needs to be processed in two values. There are only white and black pixels
in the binary image, and the white pixels represent the laser signal reflected by the hole wall. When
white pixels are generated, this means that the laser signal is projected onto the wall of the hole to be
measured. The host computer outputs a signal to the microcontroller unit (MCU) to show that the front
end of the probe has entered the hole. In order to make the whole device have high fault tolerance and
adaptability, it is necessary to set a threshold for the number of white pixels, which decides whether to
send signals to MCU or not.

A digital image is composed of a number of pixels, and each pixel has its internal display principle,
which includes parameters such as brightness and colour. Therefore, the colour composition and
expression of the pixel form the colour model. The visible spectrum contains all the visible light
subsets, each of which contains colour light for each wavelength of the visible spectral range to which
this subset belongs. Different combinations of these visible light subsets form different image colours,
and different colour models have different colour expressions.
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Charge-coupled device.

The RGB colour model contains red, green, and blue colours, and the different ratios of the
three colours blend other colours [25]. Since the colour expression method is the same as the colour
formation principle of the actual display device, most of the display device and the imaging device
adopt the RGB image colour model, and the image colour model directly extracted by the device
designed in this paper is the RGB colour model. The HSV colour model is composed of Saturation,
Hue, and Value. Compared with the RGB colour model, HSV colour model is more in line with the
human eye’s recognition and computer processing of images. The HSV colour model explains the
origin of colour and conforms to the physical principle [26]. Therefore, in image processing, the RGB
colour model needs to first be transformed into an HSV colour model.

The RGB colour model is expressed using a three-dimensional rectangular coordinate system, and
the three parameters of R, G and B correspond to X, Z and Y axes, respectively. The HSV colour model
is expressed in a three-dimensional polar coordinate system. Hue, Saturation and Value correspond to
Z axis, polar axis and rotation angle, respectively [27]. Therefore, the conversion between the two
colour models is calculated as follows:

Hue calculation:

H =


G−B

max(R,G,B)−min(R,G,B) when R = max(R, G, B)
B−R

max(R,G,B)−min(R,G,B) when G = max(R, G, B)
R−G

max(R,G,B)−min(R,G,B) when G = max(R, G, B)
. (1)

Saturation calculation:

S =

{
0 when V = 0
1− min(R,G,B)

max(R,G,B) when V 6= 0
. (2)

Value calculation:
V = max(R, G, B). (3)

Because the optical signal captured by CCD includes both laser signals and ambient light signals,
it is necessary to screen the laser signal to distinguish it from the ambient light signal after the image is
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transformed from the RGB color model to the HSV color model. The screening method adopted in this
paper enables adjustment of the values of the three parameters of the HSV color model.

In the HSV colour model, the Hue adjustment range is 0 to 179, and as the value increases,
the colour tends to turn red. The adjustment range of Saturation and Value are 0 to 255, and as the
value of the parameter increases, Saturation decreases. The colour of the laser emitted by the laser
transmitter in this device is bright red. Its Saturation is high because of its generation principle [28].
Therefore, the optimum range of the three parameters in image processing is Hue—160 to 179,
Saturation—90 to 255, and Value—90 to 255.

After the image is screened, it is necessary to binarize the image to determine whether the laser
signal is received or not. Binarization of the image means to turn a picture into a black and white
picture [29]. In this image, the pixel has only two colours, black and white, and the value of the pixel is
0 or 255. When the value of the pixel is 0, it is a black pixel, and when the value of the pixel is 255,
it is white. Thus, when no laser signal is reflected to the CCD, there will be no white pixel in the image.
However, if a laser signal is received, a circular white spot appears in the image, which means that the
laser signal is projected to the wall of the hole.

2.4. Hardware Design

In this section, the hardware design of the proposed measuring device is described in detail,
and the hardware interrelationship is explained. From a structural point of view, the device is divided
into three parts: the outer shell, the inner shell, and the probe, as shown in Figure 4. The laser
transmitter, the CCD sensor, the beam splitters, and the nut are in the inner shell. The MCU, the motor,
the coupling, and the screw are in the outer shell. The fixed ruler and movable ruler of the capacitive
grating displacement sensor are, respectively, installed in the inner shell and the outer shell. The laser
transceiver unit comprises of the laser transmitter, the CCD and the beam splitter. The displacement
measuring unit comprises of the capacitive grating displacement sensor, the MCU, the outer shell, and
the inner shell. The driving unit comprises of an electric, a coupling, a screw, and a nut. The CCD is
packaged with a convex lens and forms a miniature camera. The camera is fixed by the two sets of fixing
frames above the beam splitter. The outer shell and the inner shell are nested structures, the motor is
fixed to the end of the outer shell, and the output shaft of the motor is connected to the screw through
the coupling. The nut is fixed on the inner casing and is threaded on the lead screw. The MCU for logic
control is also disposed at the end of the outer shell.
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From the perspective of electrical hardware, the measurement system is divided into three units:
laser transceiver unit, displacement measuring unit and driving unit. In the laser transceiver unit,
the laser is projected through the designed optical path to the hole wall and finally returned to the
CCD. This unit is used for state determination during probe measurement. The drive unit is used to
implement the telescopic movement of the probe, and during this process, the inner shell and the
outer shell are relatively displaced. The function of the displacement measuring unit is to measure the
relative displacement between the inner shell and the outer shell. The core component of this unit is
the capacitive grating displacement sensor, the function of which is to measure the displacement of the
probe. Finally, the hole depth parameter is obtained by intercepting the displacement recorded in the
process of laser scanning the hole wall.

The structure design of the device is shown in Figure 5. The probe and the inner shell are hollow
structures, and the diameter of the probe is only 3 mm, which enables the probe to penetrate into holes
with smaller diameters. Even more, the probe can be further miniaturized by using smaller optical
lenses. Thus, the device has the ability to measure the depth of holes with a large depth-to-diameter
ratio. The designed optical system is placed in the inner shell and the probe. The laser transmitter
cannot be placed in the small probe because of its large volume. Therefore, using the designed optical
system, the laser emitted from the laser transmitter can be transferred from the inner shell of the
device to the probe tip. The laser reflected from the hole wall is received by the CCD located in the
inner shell. The outer shell and the inner shell of the device form a retractable structure through
the screw and the nut. The inner shell moves forward or backward along the common axis of the
outer shell and the inner shell is driven by the rotation of the motor. The capacitive grating scale
(fixed ruler) and the capacitance grid ruler (movable ruler) are combined to become a capacitive grating
displacement sensor [30], wherein, the movable ruler is arranged in the inner shell, and the fixed
ruler is mounted on the outer shell. When the relative displacement between the inner shell and the
outer shell occurs under the drive of the motor, the movable ruler slides on the fixed ruler and get the
relative displacement data.
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Figure 6 shows the hardware connection diagram of the measurement system. A separate direct
current (DC) power supply is required for the laser transmitter and the motor. The MCU, the capacitive
grating displacement sensor, and the CCD are directly connected to the host computer, and are
electrically driven by the host computer. The laser emitted by the laser transmitter is reflected by
the wall of the holes and is received by the CCD. After the optical signal received by the CCD is
processed into image information, this image signal will be finally output to the host computer. Under
the control of the MCU, the motor gradually pushes the probe into the hole to be tested. When the
laser beam has completely scanned the entire hole, the motor drives the probe to retract and return to
the original position. The capacitive grating displacement sensor transmits the displacement data to
the host computer in real time. The port for clearing the displacement data of capacitive grating
displacement sensor is connected with the MCU. When this port is at a low level, the displacement
data transmitted by the capacitive grating displacement sensor is always zero; when the port is at a
high level, the displacement data can be recorded normally.Appl. Sci. 2018, 8, 2671 10 of 20 
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2.5. Software Design

According to the measurement scheme designed in Section 2.1, the entire measurement process
can be divided into five steps, as shown in Figure 1. In this section, the software design is implemented
based on the proposed measurement scheme. Figure 7 shows a control flow chart of the measurement
process. When the measurement starts, the motor rotates forward to drive the probe feeding forward.
In this process, the MCU continues to judge the received signal. When the laser does not touch the
hole wall, the signal received by the MCU is “0”, and the displacement data recorded by the capacitive
grating displacement sensor is always zero, and the probe continues to feeding forward. When the laser
touches the hole wall, the signal received by the MCU is “1”, and the capacitive grating displacement
sensor will begin to record the displacement data of the probe. When the probe is about to extend the
hole, the laser will break away from the hole wall again. In this process, the MCU will continue to
judge whether the received signal is “0”. When the signal is not zero, this indicates that the probe
has not yet extended the hole and the device is still in the measurement state. So the motor will
continue rotating forward to drive the probe feeding forward. When the signal is “0”, it indicates that
the probe has extended out of the hole. At this time, the capacitive grating displacement sensor will
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stop recording displacement data. Then the motor will reverse to drive the probe back to its original
position. The program will eventually output the displacement data recorded by the capacitive grating
displacement sensor, which is the depth of the hole.Appl. Sci. 2018, 8, 2671 11 of 20 
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3. Experiment Results

In order to verify the feasibility of the developed methodology and equipment, some experiments
were performed in this section. The three experiments that tested the accuracy and stability of the
measuring device are: (i) measurement accuracy and repeatability verification; (ii) the effect of feed
speed on the accuracy of measurement; and (iii) pixel threshold effect on measurement value.

As shown in Figure 8, the prototype of the measuring device used for the experimental test was
fabricated and assembled. The experiments were carried out on a three-coordinate workbench, and
the probe device was vertically fixed on the jig. The plate-like parts to be tested was fixed on the
test bench below the probe, and the probe axis was parallel to the axis of the holes. The control unit
used in this experiment was NXP’s LPC1768 microcontroller, which is based on ARM Cortex-M3
core. The wavelength of the laser diode used in the laser transmitter was 650 nm. The threshold of
Value, Hue, and Saturation in the image screening process were both kept fixed. The resolution of
the capacitive grating displacement sensor was 0.01 mm. The motor used here is a DC type with a
rated voltage of 6V. The frame rate of image uptake is 30 frames per second. It is worth mentioning
that in this study we only carry out preliminary experiments to get measurement accuracy and
repeatability of the proposed device. The purpose is to verify the feasibility of the measurement
method and the corresponding measuring instrument. The device was not compensated and optimized
before measurement experiments. In a follow-up study, the accuracy compensation algorithm will be
designed to further optimize the measurement accuracy.
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Figure 8. The entity of the device and the state of its measurement.

3.1. Measurement Accuracy and Repeatability Verification

The purpose of this experiment was to check the measurement accuracy and stability of the
measuring device. The selected depths of holes are from 3 mm to 30 mm with an interval of 1 mm
and the diameters of these holes are all 6 mm. We selected 28 holes with different depths as measured
objects. The feed speed of the probe was fixed at 4 mm/s, and the white pixel threshold was set to 100.
Each hole with a certain standard depth was repeatedly measured 50 times; thus, a total of 50 sets of
measurement data were obtained. Table 1 intercepts part of the measurement data in this experiment;
five groups of actual measured value were randomly selected for each hole with standard depth.

Table 1. Experimental data for measurement accuracy and repeatability verification.

Standard
Depth (mm)

Five sets of Actual Measured Value (mm)

First Second Third Fourth Fifth

3 3.03 3.08 2.98 2.93 2.90
4 4.00 4.01 3.98 4.07 4.10
5 5.01 5.10 5.06 5.03 5.07
6 5.99 6.09 6.03 5.99 5.96
7 7.03 7.00 7.09 7.10 6.90
8 7.94 7.93 8.02 8.01 8.05
9 8.93 9.05 8.97 8.90 8.91
10 9.93 10.04 9.90 9.93 10.00
11 10.94 11.03 11.08 11.1 11.02
12 11.95 11.97 12.06 11.91 11.95
13 13.05 13.08 13.03 13.07 12.96
14 14.04 14.07 14.05 13.92 14.01
15 15.06 15.05 15.05 15.09 15.04
16 15.98 15.92 15.92 16.01 15.93
17 17.07 17.00 16.94 17.02 17.07
18 18.04 18.06 18.01 17.98 18.00
19 18.95 18.99 18.95 19.02 19.02
20 19.99 20.07 20.05 20.06 20.03
21 20.97 21.08 20.97 21.01 21.03
22 22.08 21.98 21.95 22.04 21.95
23 23.02 22.93 22.99 23.06 22.98
24 24.03 24.03 23.94 23.94 23.98
25 24.98 25.00 25.07 24.98 24.96
26 25.94 25.97 26.03 25.95 25.94
27 27.08 26.98 27.07 26.99 26.94
28 27.92 28.02 28.05 28.07 27.96
29 29.00 28.92 29.07 29.05 28.98
30 29.97 30.06 30.05 29.99 29.97
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In order to analyse the measurement accuracy and stability of the device, Figure 9a gives
the interpolated curves of average value and difference value under different standard depths,
and Figure 9b shows the standard deviation under different standard depths in the repeatability
experiment. As shown in Figure 9a, it can be seen from the curve average value that the measured
results of this device can better fit the real value of hole depth, and its measuring structure is
approximately a straight line. The average value of each node in the average value curve can be
calculated by:
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The difference value curve in Figure 9a reveals the measurement error between the measured
value and the true value under different standard depths. The horizontal axis is the standard depth of
real hole, and the vertical axis is the error value. The error value fluctuates with the change of standard
depth. The minimum error is 6 microns and the maximum error is 34 microns.

To verify the repeatability of the designed device, Figure 9b shows the standard deviation curve of
the repeatability experiment. Its horizontal axis is the standard depth of the measured hole, and its
vertical axis is the standard deviation of 50 sets of actual measured data. The standard deviation at
each standard depth can be calculated by the following formula:

δ =

√
∑50

n=1(Xn − µ)2

50
(5)

According to Figure 9a, standard deviation fluctuates continuously with the change of the
standard hole depth. Its maximum value is 0.073 mm and its minimum value is 0.038 mm. In order to
further verify the reliability of the device and determine whether the deviation is systematic, we can
calculate the standard error of mean using the following formula:

SE =
S√
N

=
0.073√

50
= 0.010 mm (6)

where SE is the standard error of mean; S is the standard deviation; N is the number of measurements.
The value of S = 0.073 mm is the maximum value of standard deviation, which is more able to explain
the reliability of the device.
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After the above calculation, the maximum value of standard error of mean was only 0.01 mm,
judging by which the new approach and the device have high reliability. We will further explore ways
to improve measurement repeatability in subsequent studies.

3.2. The Effect of Feed Speed on Measurement Accuracy and Stability

The function of laser signal reception of the device is realized by CCD and its signal processing
circuit. The speed of image acquisition is limited by the performance of CCD. Moreover, due to
the delay of the image processing program, some errors will appear in the process of measurement.
When the laser is projected to the upper or lower surface of the hole (Step 2 and Step 4 as shown in
Figure 1), displacement data should be recorded immediately. However, due to the response delay of
the circuit and image processing algorithms, the starting point of the recorded data will be delayed,
which will undoubtedly lead to measurement errors, and the magnitude of the error depends on the
feed speed of probe. Therefore, from the above theoretical analysis, the faster the feed speed of the
probe is, the greater the error will be.

Table 2. The effect of feed speed on the accuracy of measurement: actual measured value.

Feed Speed
(mm/s)

Five Groups of Actual Measured Value (mm)

First Second Third Fourth Fifth

3 9.97 9.99 9.97 9.94 9.99
4 9.95 10.01 9.91 10.00 10.04
5 9.99 10.01 9.94 10.13 10.00
6 10.12 10.03 10.16 10.11 9.84
7 10.14 9.94 9.91 9.94 9.85
8 10.06 9.84 10.10 9.74 9.81
9 10.13 10.08 9.74 10.20 10.04

10 9.63 9.9 10.16 9.80 9.87
11 9.63 10.31 10.29 10.25 9.64
12 9.75 9.87 9.55 9.79 10.44

This experiment only uses the simplest way to find out the relationship between feed speed and
measurement results, that is, to measure the same hole depth at different feed speeds for many points
in time. This paper does not delve into the mechanism of the influence of feed speed on measurement
stability and accuracy and how to compensate for it. These issues will be addressed in our subsequent
studies. Table 2 lists five groups of actual measured values under a certain feed speed and gives their
corresponding average value and standard deviation. In this experiment, the white pixel threshold is
set to 100, and the hole with standard depth of 10 mm was measured 10 times under each feed speed
(i.e., from 3 mm/s to 12 mm/s), and five groups of measurement data were randomly selected for each
feed speed.

In order to observe the influence of the feed speed on the measurement accuracy, Figure 10 was
drawn, according to the experimental data provided in Table 2. The horizontal axis is the feed speed of
the probe, and the vertical axis is the actual measured hole depth. The standard hole depth in this
experiment is 10 mm. The speed of the probe is adjusted by controlling the speed of the motor. The feed
speed is from 3 mm/s to 12 mm/s. Five groups of measurement data are selected for each speed.
Each group of measured data is represented by a curve with certain colour and node shape.

Figure 10 shows that the probe has higher stability when the feed speed is slower. As the feed
speed increases, the measured data will gradually diverge, the fluctuation will become larger and the
stability will be lower. Therefore, it can be concluded that the stability of the measuring device will
decrease with the increase of feed speed of the probe. The specific relationship between the accuracy
or stability of the probe and the feed speed will be analysed below.
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Figure 11 shows the average value and standard deviation under different feed speeds.
The average value of each node is the average of 5 groups of measured data. As can be seen from the
figure, the measured value of the probe varies with the increase of feed speed. When the feed speed is
less than 5 mm/s, the measured value is close to the actual value. When the feed speed continues to
increase, the measured value will fluctuate and deviate from the true value.
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Figure 11. The average value and standard deviation under different feed speeds.

The standard deviation of the measuring device increases with the increase of feed speed, and
the stability of the probe decreases accordingly. As can be seen in Figure 11, the standard deviation
can be located within the range of 0.02 mm to 0.07 mm when the feed speed is less than 5 mm/s.
The measurement error will continue to increase as the feed speed of the probe increases.
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3.3. The Effect of Pixel Threshold on Measurement Accuracy and Stability

This experiment was conducted to test the relationship between the threshold value of the white
pixels and the measured depth of holes. The size of the white pixel threshold will directly affect the
measured results of the hole depth. The reason is that the laser is projected on the wall of the hole to
form a laser spot, and the laser spot has a certain diameter. When the laser beam is just projected onto
the edge of the hole wall, the laser spot is incomplete and it is a critical state. How the probe entering
or leaving the hole is defined will directly affect the final measurement result.

The image of the laser spot signal received by the CCD sensor during the insertion of the probe into
the hole is shown in Figure 12. At the very beginning, the laser beam just touches the upper surface of
the hole and forms a very small laser spot [31]; later, about half of the laser beam is projected to the
hole wall; after that, the laser spot continues to grow; and at last, all the laser beams are projected to
the hole wall. The above processes are completed within a very short time. Therefore, knowing
when to start triggering the capacitive grating displacement sensor to record the displacement data
(i.e., how much the threshold of white pixels is set) will determine the final result of the measurement
data. The relationship between the final measurement result and the white pixel threshold is explored
below. The purpose of this experiment is only to find out the relationship between threshold setting and
measurement results. There is no in-depth study on how threshold setting affects measurement stability
and accuracy, and how to compensate for it. These issues will be addressed in follow-up studies.
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Figure 12. The image received by the CCD sensor of probe in the process of measurement: (a) Level
with upper surface; (b) Half of the laser projection; (c) Most laser projection; (d) All laser projection.

Table 3 lists the raw data to reflect the relationship between the threshold value of the white
pixels and the measured depth of holes. Ten groups of actual measured value were recorded under
each selected pixel threshold in this experiment and five groups of actual measured value were
randomly selected and listed in Table 3. The selected threshold of the pixel ranges from 0 to 450 with
an interval of 50, the feed speed of the probe is fixed at 4 mm/s, and the standard depth of hole in this
experiment is 10 mm.
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Table 3. The effect of pixel threshold on measurement value: actual measured value.

Pixel
Threshold

Five Groups of Actual Measured value (mm)

First Second Third Fourth Fifth

0 10 9.96 10.06 10.01 10.06
50 9.97 10 9.95 9.97 9.94
100 9.96 10.06 10.04 9.96 10.05
150 10 9.99 9.95 9.95 9.93
200 9.91 9.9 9.83 9.83 9.88
250 9.74 9.78 9.81 9.85 9.77
300 9.84 9.74 9.76 9.82 9.88
350 9.77 9.72 9.68 9.86 9.81
400 9.79 9.76 9.69 9.75 9.7
450 9.65 9.74 9.69 9.73 9.75

Figure 13 is drawn to observe the experimental results more visually. The horizontal axis is the
threshold value of white pixels, and the vertical axis is the measured hole depth data. As can be seen
from this figure, with the increase of the pixel threshold, the measured hole depth data gradually
decreases. This trend is in line with expectations. The specific relationship between pixel threshold
and measured results are further explained below.
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Figure 13. The measurement data under different pixel thresholds.

As shown in Figure 14, the red curve is the average of 10 groups of actual measured data.
It can be clearly seen that with the increase of pixel threshold, the final measurement value will
gradually decrease. The blue curve in Figure 14 shows the standard deviation of the 10 groups of
actual measured data. Judging from this graph, the standard deviation of the final measurement data
is always fluctuating with the increase of pixel threshold, but all of them are below 0.08. The error
fluctuation is within a normal range.
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4. Analysis and Discussion

The above experimental results offers the following analyses:

1. According to the repetitive measurement experiment in Section 3.1, it can be seen that in the
absence of error compensation algorithm and under measuring speed of 4 mm/s and white pixel
threshold of 100, the measurement error of each time is about 0.05 mm and does not exceed 0.1 mm;
the fluctuation range of standard deviation is between 0.038 mm and 0.073 mm. Above accuracy
and stability of the designed measuring device are sufficient to meet the hole depth measuring
requirements for automatic drilling and riveting of large-scale composite board parts.

2. Through the experiment on the effect of feed speed on measurement accuracy in Section 3.2,
it can be seen that with the increase of probe feed speed, the measurement stability of the device
decreases gradually. Considering the factors of measurement efficiency, the optimal probe feed
speed is 5 mm/s, while ensuring its measurement stability.

3. Based on the effect of pixel threshold on measurement values in Section 3.3, it can be seen that
with the increase of the pixel threshold, the measured hole depth gradually decreases, which
is in line with expectations. Moreover, with the increase of pixel threshold, the stability of
measurement fluctuates. Therefore, in order to bring the measuring result closer to the true
value, the optimal pixel threshold in this experiment should be 100. In practical applications,
the optimal pixel threshold needs to be adjusted according to the measurement object due to
effects such as flash, burrs, iron filings, etc.

4. In follow-up studies, we can further design and optimize an error compensation algorithm and
automatic calibration method, study the corresponding relationship between feed speed and
measurement error and find an effective compensation method, study the mapping relationship
between pixel threshold and measurement error and offer a compensation method, study the
specific relationship between the diameter of the laser spot and the measurement accuracy, etc.,
so as to further improve the measurement accuracy and efficiency of the device.

5. This paper only focuses on the design of measuring methods and measuring devices,
and preliminarily proves the feasibility of the proposed method. Follow-up research can integrate
the prototype device into the automatic riveting manipulator arm and measure the actual
engineering sample, and further explore the feasibility and stability of its engineering application.
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5. Conclusions

In order to get rid of manual intervention in hole depth measurement and realize on-machine
automatic measurement in the automatic drilling and riveting process of largescale composite board
parts, a novel hole depth measuring device was designed and developed to achieve accurate and
efficient automatic measurement of hole depth parameters. The mechanical structure of the measuring
device was developed according to our newly designed measurement scheme and optical path.
The structure consists of three parts, namely a probe, an inner casing and an outer casing, the purpose of
which is to convert the hole depth data into displacement data of probe motion. The electrical
hardware of the device consists of three units: a laser transceiver unit, a displacement measuring unit,
and a driving unit. Among them, the laser transceiver unit involves optical path design and image
processing; the displacement measuring unit involves the data communication between capacitive
grating displacement sensor and the host computer; the driving unit relates to the motion control of the
probe. Finally, the experimental results indicated that the proposed measurement method and device
can accurately measure the hole depth parameters, and its accuracy and stability are sufficient to meet
the hole depth measuring requirements for automatic drilling and riveting of largescale composite
board parts. In particular, the influence of probe feed speed and white pixel threshold on the
accuracy and stability of the measuring device was explored, which lays the foundation for subsequent
research of an error compensation algorithm and a probe calibration method.
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