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Abstract

:

Featured Application


The proposed framework is highly suitable for audio applications for active sound noise cancellation and active sound design in a vehicle.




Abstract


This paper presents a novel active noise cancellation (ANC) method to reduce the engine noise inside the cabin of a car. During the last three decades, many methods have been developed for the active control of a quasi-stationary narrowband sinusoidal signal. However, since the interior noise signal is non-stationary with a fast frequency variation when the car accelerates rapidly, these methods cannot stably reduce the interior noise. The proposed method can reduce the interior noise stably even if the speed of the car is changed quickly. The method uses an adaptive filter with an optimal weight vector for the active control of such an engine noise. The method of determining the optimal weight vector of an adaptive filter is demonstrated. In order to validate the advantages of the proposed method, a conventional method and the proposed method are simulated with three synthesized signals. Finally, the proposed method is applied to the cancellation of booming noise in a sport utility vehicle. We demonstrate that the performance of the ANC system with the proposed algorithm is excellent for the attenuation of engine noise inside the cabin of a car.
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1. Introduction


While driving a passenger car, a driver can hear many types of sounds inside the car [1]. Among them, the engine is one of the dominant noise sources and influences the sound quality of the interior environment [2]. The frequency components of engine noise are correlated to the rotating speed of the crankshaft (i.e., rpm) of an engine and its harmonics [3]. These harmonic components are called ‘orders’. This correlation relationship between the engine noise and the rotating speed enables the control of the engine sound by using active control systems. Active noise control (ANC) has received considerable attention in recent decades, owing to its superior advantages in cancelling low frequency noise as compared to passive methods [4,5]. Adaptive feedforward control systems are very popular in active control systems (such as ANC) for the reduction of engine noise inside a car cabin [4,5,6,7]. This system uses an order signal as a reference. Order signals are sinusoidal signals within a narrow band, and can be synthesized by using the controller area network (CAN) bus (or a tachometer) in a car. The frequency of the order signal is changed in the run-up condition of the engine speed, and is a non-stationary signal. Many adaptive filters can be used in ANC systems [8]. In previous studies, the filtered x-LMS algorithm (FxLMS) based on the adaptive notch filter (ANF) has been widely used for the ANC of engine noise [7]. The filter length of the adaptive filter and the step-size should be carefully selected to ensure that the least mean squares (LMS) algorithm converges rapidly and is stable. Haykin [9] discussed the method to select the appropriate filter length and step size parameter. Although there are some implementations of variable length LMS adaptive filters, their performance is not steady [10]. Bilcu et al. introduced a variable LMS adaptive filter [11]. They suggested an implementation of multiple adaptive filters with variable lengths. Nascimento [12] proposed a method to speed up this convergence rate by varying the length of the adaptive filter, utilizing the larger step sizes allowed for short filters. These studies show the possibility of acquiring a rapid convergence when the optimal length of an adaptive filter is applied to the control of engine noise inside the cabin of a car. An adaptive notch filter used for the ANC of engine noise removes the primary spectral components within a narrowband centered at the frequency of reference. The filter length of the adaptive notch filter used in this study is short and two weights have been used.



The other inherent feature of the LMS algorithm is the step size, and it requires careful adjustment. A small step size, required for small excess mean square error, results in slow convergence. A large step size, required for fast adaptation, may result in the loss of stability. Therefore, many modifications of the LMS algorithm, where the step size changes during the adaptation process depending on particular characteristics, have been developed [9,13].



The performance of the adaptive notch filter depends heavily on the accuracy of the frequency of the reference signal because the bandwidth of the adaptive notch filter is proportional to the convergence step size [14,15]. The frequency change of the reference signal deteriorates the performance of an ANC system [16]. Therefore, in order to improve the convergence rate, the optimization of the step size in the adaptive notch filter is required for the ANC of engine noise [6]. Bismor [17] reviewed seventeen of the best-known variable step size LMS (VS-LMS) algorithms to the degree of detail that allows implementing them. The performance of the algorithms is compared in typical applications. According to the conclusion of this review, no VS-LMS algorithm appears to be as versatile, easy to use, and well-suited for real-time applications as the normalized least mean squares filter (NLMS). Recently, an NEX_LMS algorithm that uses the normalized signal as a reference has been proposed to improve the convergence rate for active sound quality control [18]. It improved the convergence rate of an ANC system using the Filtered-X LMS (FxLMS) algorithm, and achieved a large order-level reduction of the stationary disturbance of engine noise. An adaptive recursive algorithm has been proposed for the fast convergence of a controller in the ANC system of a short duct [19] for a non-stationary signal. In the present study, the optimized weights-FxLMS (OW-FxLMS) algorithm is proposed. Our goal is to control amplitude- and frequency-modulated noise, such as the order components of engine noise inside a car, with fast convergence. The performance of the algorithm is investigated with computer simulations and an experimental application in a car. The application purpose of this algorithm is to control the envelope of amplitude modulation signal and to generate the target sound with good sound quality inside of a car. The target sound is designed by the combination of the engine orders sound [20]. The sound quality of the target sound is determined by the sound quality index based on booming sound and modulation sound [21]. The booming sound and modulation sound were determined by the sound pressure level of the engine order sounds. Therefore, in order to design the amplitude of the target, the amplitude of the engine order sound should be controlled. The proposed optimized weights-FxLMS (OW-FxLMS) algorithm is suitable for this application. In Section 2, the novel OW-FxLMS algorithm is proposed. The utility of the proposed algorithm is validated in Section 3. The adaption for the proposed algorithm is explained in Section 4. The application of the algorithm to control of the interior noise is presented in Section 5. Finally, the conclusion is presented in Section 6.




2. Development of Novel Algorithm for Control of Amplitude of Order Sound


2.1. Conventional Method for ANC of Engine Noise


The FxLMS-algorithm-based adaptive notch filter has been used for the active noise cancellation of engine noise [4,5,22]. It is called the “conventional method” in the paper. The scheme of this ANC system is shown in Figure 1. This system uses two single sinusoidal reference signals, x0 and x1, and two single weights, w0 and w1, to control the engine noise. S(z) is the secondary path of the transfer function, and    S ^  ( z )   is the estimation of the secondary path. A suitable reference signal can be generated synthetically by measuring the current rotation speed fki of the engine and utilizing a discrete-time oscillator [23]. The primary disturbance d(n) comprises a multi-sinusoidal signal, which is the engine noise inside the cabin of a car. The multi-sinusoidal signal is correlated to the reference signals. In order to control the multi-sinusoidal signal, this scheme could be expanded to a multi-input/multi-output FxLMS control algorithm [6,7]. In the simplified single-frequency ANC system as shown in Figure 1, yk(n) is given by


    y k  ( n ) =  w  0 , k   ( n )  x  0 , k   ( n ) +  w  1 , k   ( n )  x  1 , k   ( n )     



(1)







The two weights w(n) of the adaptive filter are updated as


      w  0 , k   ( n + 1 ) =  w  0 , k   ( n ) + μ  e k  ( n )  x  0 , k  ′  ( n )      w  1 , k   ( n + 1 ) =  w  1 , k   ( n ) + μ  e k  ( n )  x  1 , k  ′  ( n )       



(2)




where μ is the step size controlling the stable convergence of the controller and    x ′  ( n )   is the filtered version of x(n) and is given by


    x  i , k  ′  ( n ) =   ∑  m = 1  M     s ^  m   x  i , k   ( n − m )   ,   i = 0 ,   1     



(3)




where     s ^  m    is an Mth-order estimate of the secondary path impulse response.



The adaptive notch filter removes the primary spectral components within a narrow band centered at the frequency fki (t) of the reference signal. The performance of the adaptive notch filter to cancel a sinusoidal signal depends heavily on the accuracy of the frequency of the reference signal [16] since the center frequency of the notch filter depends on the sinusoidal reference signal, whose frequency is equal to the frequency of the sinusoidal noise to be cancelled. The increment of step size μ results in a stability problem because, in an adaptive notch filter, the convergence step size is proportional to the bandwidth of the filter [9,15] and the higher the step size, the higher the bandwidth. Considering stability, the optimal step size is proposed [7] as follows:


   0 < μ <  4  L  A 2        



(4)




where L is filter length of adaptive filter and A is the amplitude of the sinusoidal reference. The 3 dB bandwidth B of the notch filter can be estimated as


   B ≈   μ L  A 2    4 π Δ       



(5)




where ∆ is sampling time. From Equation (8), when the instantaneous frequency of the sinusoidal reference varies rapidly, the bandwidth B adaptive filter should be very narrow in order to track the time varying frequency and thus, the step size μ decreases. The small step size μ yields a slow convergence. The slow convergence cannot track the subsequent rapid varying frequency of the sinusoidal reference. Therefore, except for a quasi-stationary sweep of the instantaneous frequency of the sinusoidal reference, this system is not appropriate for controlling a frequency-modulated signal with a quickly variable bandwidth. Moreover, the performance of this ANC system is reduced when the run-up speed of the engine is changed rapidly [10,12]. Through further improvements, a new LMS algorithm based on the variable step size is proposed. Several variable step size strategies have been suggested to improve the performance of the LMS algorithm. These strategies enhance the performance of the algorithm, but a major drawback is the complexity in the theoretical analysis of the resultant algorithms [16]. According to conclusion of this review, most of the VS-LMS algorithms suggest a general modification that can simplify the choice of the upper bound for the step size. For the variable step size, the NLMS algorithm is employed and uses the following equation:


  0 < μ <   μ ¯      ‖  x ( n )  ‖   2    =   μ ¯   L   P ^  x  ( n )   , 0 <  μ ¯  < 2  



(6)




where   μ ¯   a scalar that allows for a change of adaptive speed and is an estimate of the power of x(n) at time n. In order to further stabilize the digital implementation of the LMS algorithm, a technique known as leakage is used. In the leaky NLMS algorithm [9,14] the weight vector is updated by the following equation:


      w  0 , k   ( n + 1 ) = γ  w  0 , k   ( n ) + μ  e k  ( n )  x  0 , k  ′  ( n )      w  1 , k   ( n + 1 ) = γ  w  1 , k   ( n ) + μ  e k  ( n )  x  1 , k  ′  ( n )       



(7)




where γ is the leakage factor and satisfies the following condition for the leaky NLMS algorithm [24].


   γ − 1 ≤  μ ¯  < μ + 1     



(8)








2.2. Novel Optimized Weights-LMS Algorithm: OW-FxLMS


We propose a new algorithm to improve the performance of the FxLMS algorithm to control an amplitude- and frequency-modulated signal such as an engine harmonic order signal.



The main objective the proposal algorithm is to control the amplitude of time varying engine order sounds with fast frequency change. In order to achieve this purpose, the design principles of the new ANC algorithm are that the frequency bandwidth of the adaptive filter should be wide and include the frequency of the engine order sound signal to be controlled by the adaptive filter. However, the limitation of this adaptive filter cannot control each order sound separately if frequencies of order sounds are too close, because the frequency bandwidth is wide. This is the limitation of the proposed algorithm. In order to overcome this limitation, the weighting of the adaptive filter should optimized. Therefore, in this section, the OW-FxLMS is proposed.



In order to trace a fast frequency change of the order sound signal, the optimized sufficient frequency bandwidth is required. The frequency bandwidth of an adaptive filter for tracking the frequency modulated signal is determined by the length of the weight vector [8,9,14]. The proposed algorithm is an FxLMS-algorithm-based adaptive filter with an optimal length of the weight vector wk (n). We determined the optimal length of the weight vector in order to trace a frequency-modulated signal such as an engine order signal. The frequency bandwidth between orders for rotating machinery is given by


    f  O B   ( R P M , k ) =   R P M × Δ k   60       



(9)




where ∆k is the difference between the orders to be controlled. According to the theory of adaptive signal processing [9], the frequency bandwidth of an adaptive filter is given by    f  W B   = 2  f s  / L   where fs is the sampling frequency. The optimal frequency bandwidth fWB of an adaptive filter to be used by a controller should be less than the frequency bandwidth    f  O B   ( R P M , k )   between the orders to be controlled by a controller. The adaptive filter is a moving bandpass filter with different center frequencies. The frequency bandwidth of the frequency-modulated signal to be cancelled should be less than the bandwidth of the adaptive filter in the proposed OW-FxLMS algorithm. Therefore, in the ANC system shown in Figure 2, yk (n) is given by


   y ( n ) =  w T  ( n ) x ( n ) =   ∑  l = 0    L o  − 1     w l  ( n ) x ( n − l )       



(10)







And the proposed OW-FxLMS algorithm is given by


    w k  L o   ( n + 1 ) =  w k  L o   ( n ) + μ  e k  ( n )  x k ′  ( n )     



(11)




where the length of weight vector is the optimal length L0. It is given by


    L o  =   2 ×  f s     f  O B     , or    L o  =   2 × 60 ×  f s    R P M × Δ k       



(12)







The step size parameter μ should be carefully selected to ensure that the LMS algorithm converges rapidly and is stable. Haykin (9) proposed the condition to select the appropriate step size parameter as follows:


   0 < μ <  2   L o   P x        



(13)




where Px denotes the power of x(n). From Equations (12) and (13), when the power of the reference signal changes, if Lo is changed, the step size μ should also be changed according to the convergence theory of the LMS algorithm. In practice [7], the relationship between step size and filter length for convergence is as follows:


     0.01    L o   P x    < μ <   0.1    L o   P x        



(14)







When the input signal has varying frequency, the NLMS algorithm with variable step size should be used for further improvements. Therefore, the estimated power     P ^  x  ( n )   of x(n) at time n should be computed dynamically and thus, the variable step size is changed corresponding to Equation (6) because the optimal filter length Lo is constant. Finally, the pseudo code for the proposed OW-FxLMS algorithm is presented in Table 1.





3. Simulation and Validation of the Proposed Algorithm


3.1. Synthesizing the Engine Noise Signal Inside a Car Cabin


Engine noise is a periodic signal. From the theory of Fourier series expansion, a periodic signal (such as engine noise) can be decomposed into a sum of sinusoidal signals with the fundamental frequency and its harmonic frequencies [25]. These harmonic sinusoidal signals are called order signals. The frequency of the first-order signal matches the rotating speed of the crankshaft [3]. The frequency of a one-half order signal matches the fundamental frequency because the engine fires once whenever the crankshaft rotates 720°. Therefore, the frequency components of engine noise are comprised of the rotating speed of the crankshaft and its harmonic. The engine noise is transferred to the inside the cabin of a car through an airborne path and a structure-borne path [2,5,26]. Therefore, the amplitude of each order signal is modulated according to the resonance of the structure and the cavity. When the speed of the engine changes, the rotating frequency of the crankshaft also changes. Therefore, the engine noise inside the cabin of a car is comprised of the sum of amplitude and frequency modulated order signals. This is mathematically expressed as follows:


   x ( t ) =   ∑   k = 0.5  K     x k  ( n ) =  A k  ( t ) exp ( j  θ k  ( t )  )  ,    k   =   0.5 ,   1 ,   1.5 ,   2 … ,   K  



(15)




where xk(t) is the kth order signal, Ak is its amplitude, and θk is its phase (which includes the information of the instantaneous frequency fi). The instantaneous frequency of the kth order signal is given by [27]


    f k i  ( t ) =  1  2 π     d  θ k  ( t )   d t       



(16)







For the order signal, this instantaneous frequency can be expressed in terms of the engine speed and is given by


    f k i  ( t ) =   R P M   60   × k     



(17)







If the engine speed is accelerated linearly, the instantaneous frequency is a linear equation and is given by    f k i  ( t ) = a t + b  , where a is the sweep rate of the rotational speed and b is the initial instantaneous frequency at the starting rotational speed. If the engine speed is accelerated nonlinearly, the instantaneous frequency becomes a nonlinear equation. In this section, three signals are synthesized for the simulation. The sampling frequency used to synthesize the signals is 3000 Hz.



Signal 1 is a second-order signal with a linear instantaneous frequency, and its initial frequency    f 2 i  ( t )   is 20 Hz, which corresponds to 600 rpm. The final run-up frequency is 200 Hz, which corresponds to 6000 rpm. The run-up time from 600 rpm to 6000 rpm is 5 s. This run-up time corresponds to a short duration and the instantaneous frequency is changed quickly during this run-up time. The amplitude of the signal is unity. It is given mathematically by


   S 1  ( t ) = sin ( 2 π    f k i  ( t ) t ) ,    f  k = 2  i  ( t ) =   r p m ( t )   60   × k +  f 0  ,    f 0  = 20   Hz  



(18)







Signal 2 is comprised of the sum of the second-order, fourth-order, and sixth-order signals. The initial frequencies of each order are 20, 40, and 60 Hz, respectively, which correspond to 600 rpm. The final frequencies are 200, 400, and 600 Hz, respectively, which correspond to 6000 rpm. A run-up time of 5 s was used.




3.2. Validation of the Proposed Algorithm


When the speed of the engine changes, the engine noise inside the cabin of a car is comprised of the sum of amplitude- and frequency-modulated order signals. Section 3.1 presents the details for when two synthesized signals were simulated. In this section, details for when the synthesized signals were used for the validation of the control performance of the OW-FxLMS algorithm are presented. These results were compared with the conventional method, which is the LMS-algorithm-based adaptive notch filter. The conventional method cannot control the amplitude of the time-varying engine order sound because the frequency of the engine order sound is changed quickly when the rotating speed of the crankshaft increases or decreases. The secondary path was not used in this validation in order to exclude its influence.



Signal 1. Frequency-modulated signal (single order signal)



A frequency-modulated signal with a single order is applied to the ANC system with different algorithms.



Figure 3 illustrates the time history of error signals controlled by the NLMS algorithm-based adaptive notch filter with two weights (L = 2). Different step sizes are used to observe the resulting effect of convergence. In Figure 3, the letter “u” denotes step size. Figure 3a–c illustrate the time history of errors controlled by the NLMS-algorithm-based adaptive notch filter with different step sizes of   μ ¯   = 0.5,   μ ¯   = 2, and   μ ¯   = 3, respectively, but the leakage factor is 0.5. Figure 3d shows the comparison of power spectrum density (PSD). From these results, it can be observed that the convergence of the error signal is fast initially as the step size increases, but that the amplitude of the error signal diverges eventually. The adaptive notch filter cannot trace and control the time-varying signal with fast frequency change. Because the frequency bandwidth of the notch filter is very narrow it is not suitable when the frequency of the signal to be controlled is changed. Therefore, it is finally diverged. Subsequently, in order to observe the effect of leakage, different leakage factors are applied to the leaky NLMS algorithm in Equation (11) with the same step size (  μ ¯   = 2).



Figure 4a–c illustrates the time history of the error signal controlled by the NLMS-algorithm-based adaptive notch filter with different leakage factors of γ = 0.5, γ = 0.7, and γ = 1.0, respectively, and the step size is 0.5. In Figure 4, the letter “g” denotes leakage factor. According to these results, the amplitude of the error signal diverges eventually. Even with the selection of any leakage factor, the controller cannot work stably. Subsequently, in order to observe the effect of frequency variation, reference signals with five different sweep rates are used.



Figure 5 shows the variation of instantaneous frequency (fi = rpm/60) of the five references. The sweep time is 5 s for all the references. The selected sweep rates, which are calculated using ∆fi/∆time, are 4, 6, 8, 16, and 36 s.



Figure 6 illustrates the time history and PSDs of the error signals controlled by the leaky NLMS algorithm-based adaptive notch filter with two weights (L = 2), leakage factor (γ = 1), and step size   μ ¯   = 2. These results demonstrate that the error signals do not converge and are not stable for all the cases with different sweep rates. Finally, we attempted to determine the optimal step size and leakage factor for signal 1. Using the previous simulation results, we first used the step size of   μ ¯   = 2 and leakage factor of γ = 1 in this simulation.



The time history of the error signal is shown in Figure 7a. The error signal still diverges. In order to converge the error signal, we decreased the step size from   μ ¯   = 2 to   μ ¯   = 1.75 and the leakage factor from γ = 1 to γ = 0.75 corresponding to the rule of leaky LMS algorithm. The error signal converges initially as shown in Figure 7b but eventually it diverges. For faster convergence at the start, we increased the step size from   μ ¯   = 2 to   μ ¯   = 2.75. In this case, a jump in the error signal appears initially as shown in Figure 7c and eventually the error diverges. In any of the cases, the PSD of the error signal is not attenuated as shown in Figure 7d. It can be concluded that the leaky NLMS-algorithm-based adaptive notch filter is not suitable for active cancellation of the rapid frequency varying disturbances.



Figure 8a shows a comparison between the time history of error signals controlled by the LMS-algorithm-based adaptive notch filter and the OW-LMS algorithm. The error signal controlled by the adaptive notch filter shows incomplete convergence as the frequency increases according to the time increment. However, the OW-LMS algorithm with a short length (L = 30) of weight vectors is sufficient to attenuate this frequency modulated signal. The results show fast and stable convergence. The PSD function of the error signals is compared, and the results are plotted as shown in Figure 8c. According to these results, the OW-LMS algorithm exhibits superior control performance compared to the conventional method for the frequency-modulated signal. Figure 8e shows an image map of the power spectrum of the weight vector of the adaptive filter used in the OW-LMS algorithm. This map shows the adaptive performance of the filter. Since the length of the weight vector is 30, the frequency bandwidth of the filter is 200 Hz as shown in Figure 8g. In the case of signal 1, according to Equation (15), the optimal length (L) of the weight vector is changed from 300 (at 600 rpm) to 60 (at 6000 rpm) because ∆k is 1 (single frequency) and fs is 3000 Hz. If we use the adaptive filter with the largest optimal length (L = 300) of weight vector, the convergence is faster and more stable as compared to other algorithms as shown in Figure 8b. The attenuation level of the error signal is the largest in Figure 8d. The frequency bandwidth of the adaptive filter is narrow as shown in Figure 8f,h.



In conclusion, in the case of a sinusoidal signal with single frequency modulation (i.e., single order signal), the OW-LMS algorithm with the optimal length of weight vector can be used for sufficient control of the error signal. Its convergence performance is better than that of the conventional algorithm.



Signal 2. Frequency-modulated signal (multi-order signal)



A frequency-modulated signal with three orders is applied to the two ANC systems again. Figure 9a illustrates the time history of signal 2 controlled by the conventional method. The controller cannot sufficiently reduce the order signals without divergence. Figure 9b illustrates the time history of signal 2 controlled by the OW-LMS algorithm. Two weight vectors were used in the controller. The controller with a long weight vector (L = 300) converged after 1 s, whereas the controller with a short weight vector (L = 30) converged after 2 s. From Equation (15), the optimal filter length is 18,000/RPM since ∆k is 2 and the sampling frequency is 3000 Hz. Therefore, the length of the weight vector should be 300 since the minimum rotational speed is 600 rpm (10 Hz) for this signal. As the rotational speed increases, the length of weight vector can be decreased for stable control. In this simulation, the controller with a long weight vector (L = 300) converged at low rotational speed, but the controller with a short weight vector (L = 30) converged at high rotational speed. Figure 9c,d show the short-time Fourier transform (STFT) for the signals controlled by the OW-LMS algorithm. Expectedly, at a low rotational speed of less than 1 s, the controller with a short weight vector still converges as shown in Figure 9c, whereas the controller with a long weight vector has converged, as shown in Figure 9d. Figure 9e shows the STFT for the error signal controlled by the conventional algorithm. The order error signal was not completely attenuated by the controller with the conventional algorithm. Figure 9f shows a comparison of PSD functions of error signals obtained by the three controllers. From these results, we determined that the OW-LMS algorithm is superior for the active control of a frequency modulated signal compared to the conventional method.





4. OW-FxLMS Algorithm for ANC of Engine Noise


The active noise canceller of the OW-FxLMS algorithm can be used to eliminate intense sinusoidal sounds with frequency modulation. This method is applied to engine noise cancellation inside a vehicle because the engine noise is dominant. The engine noise is comprised of multiple intense sinusoidal signals. This signal is synchronized with the rotating speed of the engine and is a frequency-modulated signal. Other noise sources such as wind noise, tire noise, and high noise environments interfere with the engine noise [1].



Figure 10 illustrates an active noise canceller for the engine noise of a vehicle. The canceller employs controller area network (CAN) bus data or a directional sensor to measure the instantaneous frequency fi corresponding to the rotating frequency of the engine, and four microphones to measure the interior noise containing engine noise and other noise. The measured instantaneous frequency is used for the generation of the reference signal. A recursive discrete-time oscillator is used to generate the reference signal [23]. The reference signal is processed by the adaptive filter to equalize it with the engine noise component of the primary noise contaminated by the other noise signals. It is subsequently subtracted to cancel out the engine noise component in the primary noise.



Figure 11 shows the block diagram of the FxLMS-algorithm-based adaptive notch filter and the OW- FxLMS algorithm for the application of ANC to engine noise inside a vehicle. In the FxLMS -algorithm-based adaptive notch filter, two adaptive weights, wi1 (n) and wi2 (n), were used for each order. In the OW- FxLMS algorithm, the adaptive weight vector w(n) with different filter lengths was used for each order. The length of each weight vector was related to the total delay of the ANC system. The secondary path was considered for the application of ANC to engine noise.




5. Application of the OW-Fxlms Algorithm to ANC of Interior Noise


5.1. Experimental Setup and Procedure


A sport utility vehicle was used for the application of ANC to interior noise. The test car is SNATAFE made by Hyundai motor company as shown in Figure 12. A 2.2 L diesel engine was used in the powertrain of this vehicle. The instruments used for the ANC were loaded inside the vehicle. The equipment used in the ANC system is shown in Figure 13.



Four microphones were used for the measurement of error signals, and were attached to the roof of the vehicle. Five speakers were used as the secondary sound sources required to cancel the primary noise sources inside the vehicle [26]. The error signals were transferred to the input channels of a DSP control board (Ds 1104, dSPACE, Paderborn, Germany) via a signal conditioner (441-A42, PCB Company, Depew, NY, USA). The software used to implement the adaptive algorithm is MATLAB (Simulink, MathWorks, Natick, MA, USA). The pulse signal, including the speed data of the engine, was detected by a camshaft position sensor and transferred to the input channels of the dSPACE control board. Both input data streams were transferred to the control computer via an analog-to-digital (A/D) converter in the dSPACE control board. The pulse signal was used for the calculation of the instantaneous frequency and reference signal. The reference signal was convolved by the estimated impulse response of the secondary path. The signal was the input x’(n) of the LMS algorithm. The adaptive filter w(n) was updated by using error data e(n) and input data x’(n).




5.2. Measurement of the Impulse Response of the Secondary Path


The impulse response of the secondary path was estimated by using the LMS algorithm. A block diagram for the estimation of the impulse response in the secondary path is given in [26]. A random white signal was used as the input data because we assume that the secondary path is a linear system. The impulse response of the secondary path was obtained after sufficient convergence. The transfer function S(z) of the secondary path was obtained by performing the z-transform for the impulse response. The results are plotted in Figure 14.




5.3. Application of Adaptive Algorithms to ANC for Interior Noise


In order to drive the vehicle with the ANC system on the road, five speakers, a control computer, monitor, and the dSPACE control board were placed in the test vehicle, and the microphones were attached to the roof of the test vehicle. In this case, a multichannel ANC system was used. The algorithm is the expansion of a channel ANC. The Simulink based block diagram used for this test is plotted as shown in Figure 15. There are 5 subsystems which include adaptive order filter and OW-FXLMS algorithm to control the interior noise measured by 4 microphone and 5 secondary speakers. S1, S2, S3, S4 and S5 means the secondary speaker and M1, M2, M3 and M4 means the microphone attached in the car. The primary source which was recorded inside of test car and supplied to the multi-channel ANC system. In each subsystem, the OW-FXLMS algorithms update the adaptive filter using the error signals (E1, E2, E3, E4) measured from 4 microphones and primary source signal. For example, the output of subsystem 1 is the sound signal for speaker S1 sound and error signals (e1j) which is related to each j-th reference order signal. The sum of error signals (e1j) is the error signal of M1. In the real time process, primary source is not necessary and the signals from error microphones become noise source signal.



When the engine speed increased under a no-load condition, the ANC system was operated and the sound pressure of the interior noise was measured by error microphones. The engine speed was increased from 1000 rpm to 4500 rpm. The engine was under the no-load condition for this test, and the engine speed was increased rapidly from 800 rpm at idle to 4500 rpm during the course of 2 s. Figure 16a illustrates a comparison of the time history of the interior noise at the driver seat, which was controlled by two active control systems. Figure 16b illustrates the spectrum analysis of the interior noise signal. The PSD of the interior noise signal was reduced to 30 dB above 80 Hz. Figure 16c,d illustrate the results of order analysis of the interior noise. At 1200 rpm, there is a booming noise, and the other wide booming noise occurred from 3000 to 4500 rpm. These booming noises were attenuated by the controllers. The controller with the OW- FxLMS algorithm with a short filter length (L = 30) demonstrated the best performance among the three algorithms. Since the optimal length of weight vector is 18,000/RPM, a short filter length (L = 30) is sufficient for the control of these booming noises. This algorithm achieved a significant reduction in the interior noise around 4500 rpm, which is the second-order boom noise as shown in Figure 16c,d. The sound pressure level (SPL) of the interior noise was reduced to 25 dB.



This booming noise corresponds to the resonance of the second path, as shown in Figure 14. The OW-FxLMS algorithm with a long length (L = 300) and the FxLMS-algorithm-based adaptive notch filter reduced the booming noise, but not sufficiently, since the frequency bandwidth of the adaptive filters used for these algorithms is too narrow to reduce wideband noise, and the speed is changed too quickly (within 2 s). The disadvantage of the OW- FxLMS algorithm with a long length (L = 30) is the generation of a beating sound at idle speed owing to its wide bandwidth. However, the sound pressure of the beat noise was too low to be heard.




5.4. Performance of the ANC System with OW-FxLMS


Figure 17 shows the sound pressure of the interior noise in the test vehicle while driving on the road. The upper solid line is the SPL of the interior noise, and the lower dotted line is the actively controlled SPL. Figure 17a shows the overall sound pressure, and Figure 17b shows the sound pressure of the second-order component of the engine rotating frequency. The second order is generally related to the booming noise. The engine was under full load for this test while driving the car on the road and the engine speed increased rapidly from 1000 to 4500 rpm during the course of 10 s. In this case, the higher orders were not controlled because the calculation speed of the ANC system was beyond the capacity of dSPACE, and the noise of the second order was dominant. From these results, we suggest that the new ANC system using the OW-FxLMS algorithm performed well in reducing the sound pressure of the interior noise related to the harmonic components of engine rotating speed. Figure 18 shows the performance of the ANC system with the new algorithm for full load condition of the engine. Figure 18a,b the results of active noise cancellation at left seat (driver seat) and at right seat (passenger seat) respectively.





6. Conclusions


We present a new algorithm to control the engine noise in the cabin of a car. The proposed algorithm is called the OW-FxLMS algorithm, which uses an adaptive filter with an optimal filter length. The optimal filter length is determined to have a frequency bandwidth less than the frequency bandwidth between the orders to be controlled by the controller. This algorithm is suitable for the reduction of engine noise associated with the rotating frequency of the engine. In the last thirty years, many algorithms have been developed for the control of engine noise. In this study, as a representation of the conventional methods, the performance of the FxLMS-algorithm-based adaptive notch filter was tested for comparison with the performance of the new algorithm. Three signals were synthesized for the simulation. According to our simulation results, both algorithms are suitable for the control of a sinusoidal signal with constant frequency. However, the OW-FxLMS algorithm is superior to the conventional algorithm for the control of amplitude- and frequency-modulated sinusoidal signals, such as the engine noise with fast frequency change when the car is accelerated for a short time. The algorithm was applied to the control of booming noise in a sport utility car to test the practical implementation of the proposed algorithm. The SPL of the interior noise of this test car was actively controlled by this algorithm, and was attenuated to 25 dB under a no-load condition, whereas the reduction of the sound pressure was attenuated to 2–3 dB by the conventional algorithm. Finally, the ANC system with the proposed algorithm was used to control the interior noise while driving on the road. Under full engine load, the SPL of the interior noise in the test vehicle was significantly reduced. The performance of the new ANC system is therefore, excellent for the attenuation of engine noise in the cabin of a car.
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Figure 1. Narrowband FxLMS algorithm based adaptive notch filter. 
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[image: Applsci 08 01394 g001]







[image: Applsci 08 01394 g002 550] 





Figure 2. OW-FxLMS control algorithm based adaptive filter with optimized weights (OW). 
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Figure 3. Time history and PSD of signal 1 controlled by the normalized least mean squares filter (NLMS) algorithm-based adaptive notch filter with two weights (L = 2) and leakage factor (γ = 0.5). (a) Time history (  μ ¯   = 0.5); (b) Time history (  μ ¯   = 2); and (c) Time history (  μ ¯   = 3); and (d) PSD. 
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Figure 4. Time history and PSD of signal 1 controlled by the NLMS algorithm-based adaptive notch filter with two weights (L = 2) and leakage factor (γ = 0.5). (a) Time history (γ = 0.5); (b) Time history (γ = 0.7); and (c) Time history (γ = 1); and (d) PSD. 
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Figure 5. Variation of instantaneous frequency (fi = rpm/60) of five references. 
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Figure 6. Time history and PSD of the signal 1 with different sweep rate controlled by the Leaky NLMS algorithm-based adaptive notch filter with two weights (L = 2), leakage factor (γ = 1), and step size   μ ¯   = 2. 
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Figure 7. Time history and PSD of signal 1 controlled by the NLMS algorithm-based adaptive notch filter with two weights (L = 2) (a) Time history (  μ ¯   = 2, γ = 1); (b) Time history (  μ ¯   = 1.75, γ = 0.75); and (c) Time history (  μ ¯   = 2.75, γ = 0.75) and (d) PSD. 
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Figure 8. Time history and PSD of signal 1 controlled by the leaky LMS-algorithm-based adaptive notch filter (  μ ¯   = 0.5, γ = 0.5) and the OW-LMS algorithm (  μ ¯   = 1). (a) Comparison between the time history of the conventional method and OW-LMS (L = 30); (b) Comparison between the time history of non-control and OW-LMS (L = 300); (c) Comparison between the PSD of conventional method and OW-LMS (L = 30); (d) Comparison between the PSD of non-control and OW-LMS (L = 300); (e) Image plot of spectrum of weight vector associated with rpm (L = 30); (f) Image plot of spectrum of weight vector associated with rpm (L = 300); (f) Spectrum of weight vector (L = 30) at 4200 rpm (h) Spectrum of weight vector (L = 300) at 4200 rpm. 
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Figure 9. Simulation for signal 2 controlled by the LMS-algorithm-based adaptive notch filter and the OW-LMS algorithm. (a) Time history controlled by LMS-algorithm-based adaptive notch filter; (b) Time history controlled by OW-LMS algorithm; (c) Short-time Fourier transform (STFT) of signal 2 controlled by OW-LMS (L = 30); (d) STFT of signal 2 controlled by OW-LMS (L = 300); (e) STFT of signal 2 controlled by LMS algorithm-based adaptive notch filter; (f) Comparison of PSD of signal 2 controlled by each algorithm. 
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Figure 10. Block diagram of active control of interior noise in a test vehicle based on the OW-FxLMS algorithm. 
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Figure 11. Active noise cancelling system for attenuation of engine noise associated with multiple harmonic order components of the engine rotation frequency using (a) FxLMS-algorithm-based adaptive notch filter, and (b) the OW- FxLMS algorithm. 
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Figure 12. Test car for the active control of interior noise (a) error microphone; (b) the secondary speaker and controller (c) controller monitor. 
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Figure 13. Equipment in the ANC system for active control of interior noise in a test vehicle. 
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Figure 14. Transfer function S(z) of the secondary path and impulse response s(n) of the secondary path. (a) Transfer function; (b) Impulse response. 
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Figure 15. Multichannel ANC algorithm with 5 subsystems used for this test based on Simulink. 
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Figure 16. Comparison of sound pressure level (SPL) controlled actively by the FxLMS-algorithm-based adaptive notch filter and the OW-FxLMS algorithm at the driver seat. The driving conditions are a no-load condition and fast run-up. (a) Time history; (b) PSD; (c) Overall level of SPL; (d) SPL of the second order. 
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Figure 17. Performance of the ANC system with the new algorithm. (a) Overall level; (b) Second order. The driving condition is the road condition. (Solid line: ANC off. Dotted line: ANC on.). 






Figure 17. Performance of the ANC system with the new algorithm. (a) Overall level; (b) Second order. The driving condition is the road condition. (Solid line: ANC off. Dotted line: ANC on.).



[image: Applsci 08 01394 g017]







[image: Applsci 08 01394 g018 550] 





Figure 18. Performance of the ANC system with the new algorithm for full load condition of the engine. (a) Left seat (driver seat) and (b) right seat (passenger seat) (Solid line: ANC off. Dotted line: ANC on.). 
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Table 1. Pseudo code of the OW-FxLMS algorithm.
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Parameters:

	
Lo = Number of Taps

	






	

	
   0 <  μ ¯  < 2   

	




	
Initial condition:

	
w (0) = 0

	
Use Equation (16)




	
Data

	

	




	
(a) Given:

	
   x ′   (n); Lo-by-1 tap input vector

	
    x ′  ( n ) =  x n  ( n ) ⊗  s ^  ( n ) ,     




	
   x n  ( n )  : Normalized sinusoidal signal




	
d(n): desired response at time n

	
   s ^  ( n )  : Measured impulse response of the 2nd path of the system includes electric part.




	
Note: ⊗ means convolution




	
(b) To be computed:

	
w(n + 1) = estimate of tap-weight vector at time n + 1




	
Computation:

	
n = 0, 1, 2, …

	




	

	
   e ( n ) = d ( n ) −  w T  ( n )  x ′  ( n )   

	




	

	
    w k  L o   ( n + 1 ) =  w k  L o   ( n ) +    x k ′  ( n )      ‖   x k ′  ( n )  ‖   2    μ  e k  ( n )   

	












© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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