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Abstract: The main aim of this study was to compare the performances of the hybrid approaches
of traditional bivariate weights of evidence (WoE) with multivariate logistic regression (WoE-LR)
and machine learning-based random forest (WoE-RF) for landslide susceptibility mapping.
The performance of the three landslide models was validated with receiver operating characteristic
(ROC) curves and area under the curve (AUC). The results showed that the areas under the curve
obtained using the WoE, WoE-LR, and WoE-RF methods were 0.720, 0.773, and 0.802 for the
training dataset, and were 0.695, 0.763, and 0.782 for the validation dataset, respectively. The results
demonstrate the superiority of hybrid models and that the resultant maps would be useful for land
use planning in landslide-prone areas.
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1. Introduction

Landslides are common geological hazards caused by multiple factors including landform [1,2],
geological evolution [3], groundwater [4], land use type [5], precipitation [6,7], irrigation [8],
earthquake [9], engineering construction [10], and climate change [11–13]. To avoid casualties caused
by landslides and guarantee the stable development of mountainous areas, it is critical to determine a
control and prevention scheme for landslides in a region. Generally, regional landslide susceptibility
maps are beneficial to mitigate the effects of landslide hazards.

At present, various methods have been proposed and introduced into landslide susceptibility
mapping. The existing modeling approaches can be put into two categories: qualitative approaches
and quantitative approaches [14,15]. In recent years, conventional qualitative approaches have been
gradually abandoned by many researchers due to the risk that expert opinion can make the results stray
from objective reality [16]. Compared with qualitative approaches, quantitative approaches are mainly
based on the hidden information of objective data instead of subjective experience. Additionally,
quantitative approaches mainly include traditional mathematical statistic methods, deterministic
models, and some state-of-the-art machine learning algorithms.

For traditional statistical methods, the probability-frequency ratio (FR) [17,18], weight of evidence
(WoE) [19,20], statistical index (SI) [21,22], index of entropy (IoE) [23,24], certainty factors (CF) [25–27],
evidential belief function (EBF) [28–30], and logistic regression (LR) [31,32] models have been
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extensively adopted in landslide susceptibility mapping. However, one limitation for all traditional
statistical methods is that some hypotheses exist [33]. In deterministic models, the detail characteristics
of slopes are necessary to construct the calculation model [34]. Although deterministic models
conform to basic physical laws of landslide, these models are not very suitable for regional landslide
susceptibility assessments due to the complex process of modeling and computing [34].

In the past decade, with the rise of machine learning and data mining, a number of relevant
algorithms have been developed for landslide susceptibility zonation [35–39]. For instance, the logistic
regression model (LRM), artificial neural network (ANN), support vector machine (SVM), and decision
tree (DT) were the top four machine learning algorithms in landslide susceptibility mapping during the
period of 2005–2016 [16]. It is clear that machine learning algorithms improve the prediction accuracy
of regional landslide occurrence, but the generalization performance of single classifiers still needs to
be promoted [40]. In this way, a series of ensemble approaches have recently become more and more
popular in geo-hazard susceptibility mapping [37,41–43].

In terms of ensemble approaches, several single classifiers have been combined using ensemble
frameworks including random subspace [44], random forest [45,46], Bagging [47], AdaBoost [48],
MultiBoost [49], and so on [37,50–52]. Currently, some novel ensemble techniques have been proposed
and applied in landslide susceptibility assessment, flood susceptibility mapping, and groundwater
potential analysis [41,53,54]. Additionally, the excellent performance of ensemble algorithms on
predictive ability and generalization capacity has also been proven. For example, Kadavi et al. [55]
compared four ensemble-based machine learning models (AdaBoost, LogitBoost, Multiclass Classifier,
and Bagging) with the traditional frequency ratio model (FRM) in the task of landslide susceptibility
mapping. Furthermore, the results demonstrated that all of the AUC values of the four ensemble-based
machine learning models were higher than that of FRM. In addition, many scholars preferred to
construct ensemble learning models by integrating machine learning algorithms with bivariate
statistical models because some of the hypotheses of the conventional models can be weakened
through hybrid models [56]. Meanwhile, part of the merits of bivariate statistical models and machine
learning models can remain by integrating together. Weights of evidence models, as a classic bivariate
statistical approach, can calculate the weights of various categories of a conditioning factor based on
sturdy mathematical theories [57]. Furthermore, the weights of evidence models can be integrated with
other machine learning approaches to reveal the hidden correlations between different conditioning
factors and landslide occurrence. Therefore, in the present study, based on GIS tools, the integrated
ensemble weights of evidence with logistic regression and random forest models were employed to
map landslide susceptibility, and the results were compared and analyzed quantitatively by receiver
operating characteristic curves (ROC) and area under the curve (AUC).

2. Study Area

The study area was located in Shaanxi Province, China (Figure 1) where the average annual
temperature is 14.2 ◦C, the average annual rainfall is 909.8 mm, and the evaporation is 1537.1 mm.
Topographically, the study area is part of the Qinba Mountain. The general trend is high in the south
and low in the north. Elevation ranges from 442 m to 2410 m above sea level, with an average elevation
of 1171 m. Slope angles in the study area are in the range of 0 to 70◦. Most of the slope angles are in
classes of 10–20◦ (29.27%), followed by 20–30◦ (26.29%), 0–10◦ (23.64%), and 30–40◦ (14.99%). Only
5.81% of slope angles are higher than 40◦.
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Figure 1. Location of the study area. 

Figure 1. Location of the study area.

Geologically, the study area is located at the northern margin of the Yangtze plate. There are
five major faults crossing the area including (1) the Gangchang fault (SW–NE direction), (2) the
Xiaolengba–Qinjiaba fault (NW–SE direction), (3) the Xiaoba–Haitang fault (SW–NE direction), (4) the
Moujiaba–Shuimohe fault (W–E direction), and (5) the Jiangjiawan–Zhujiaba–Tuqiangping fault
(SW–NE direction) (Figure 2).
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Figure 2. Geological map of the study area.

3. Materials and Methods

3.1. Data Preparation

A landslide inventory includes the locations of the past and recent landslides [21]. A landslide
inventory can give insight into landslide location, dates, type, frequency of occurrence, state of
activity, magnitude or size, failure mechanisms, causal factors, and damage caused [58,59]. In the
present study, the landslide inventory map was prepared on the basis of satellite images (Google
Earth and ZY03 images) and historical landslide records of the area, which were verified by GPS.
A total of 202 landslides were identified to prepare the landslide susceptibility map, of which most
of the landslides were slides (190), the others included 12 rock falls [60]. According to an analysis
in the GIS environment, the smallest landslide was nearly 160 m3, the largest landslide was more
than 1,000,000 m3, while the average was 33,000 m3. Finally, 141 landslides were randomly selected
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as training data and rest of them were used for the verification of the landslide susceptibility map
(Figure 1).

There are no universal guidelines for selecting landslide conditioning factors [33,61]. A total of
16 landslide conditioning factors were used for landslide susceptibility mapping including slope angle,
slope aspect, elevation, plan curvature, profile curvature, topographic wetness index (TWI), stream
power index (SPI), sediment transport index (STI), distance to rivers, distance to roads, distance to
faults, soil, land use, normalized difference vegetation index (NDVI), lithology, and rainfall, which are
considered as controlling factors in the occurrence of landslides in the study area.

Slope angle is an important factor that affects the stress state of slope mass, and these positions
where stress exceeds failure strength may contribute to landslide hazards [62,63]. In this case, as shown
in Figure 3a, the thematic data layer of the slope angle was reclassified into seven categories with an
interval of 10◦, namely, (0–10◦), (10–20◦), (20–30◦), (30–40◦), (40–50◦), (50–60◦), and (60–72.83◦).

Slope aspect is another common conditioning factor for the task of landslide susceptibility
mapping [64,65]. It has been proven that most landslides usually occur at a certain slope aspect
for a given study area, but the mechanism has not been revealed clearly [66]. Therefore, slope aspect
was also employed as a conditioning factor. Here, slope aspect categories include flat, north, northeast,
east, southeast, south, southwest, west, and northwest (Figure 3b).

Generally, it is considered that elevation has a firm relationship with landslide occurrence [67].
There is no denying that elevation can influence the topography, vegetation, temperature, humidity,
human activities, and many other conditions that have a connection with slope stability [30,68].
In Figure 3c, the elevation of the study area was divided into ten classes with an interval of 200 m, i.e.,
(442–600 m), (600–800 m), (800–1000 m), (1000–1200 m), (1200–1400 m), (1400–1600 m), (1600–1800 m),
(1800–2000 m), (2000–2200 m), and (2200–2410 m).

Plan curvature and profile curvature are two quantitative indices that embody topographic
characteristics and trend from different perspectives [69]. Various curvature values indicate different
runoff and erosion conditions of water. For instance, the upwardly convex surfaces have positive
curvature values while negative curvature values mean upwardly concave surfaces [30]. In this study,
the plan curvature and profile curvature values were both reclassified into three groups (Figure 3d,e).

TWI was proposed to indicate the local groundwater potential by Moore [70] in 1991. Currently,
TWI is regarded as an extensively-used causative factor in landslide susceptibility assessment [71].
It is expressed as TWI = ln( α

tan β ), where β is the slope angle (radian), and α is the flow accumulation
through a point [72]. The TWI values of the study area can be calculated by GIS software and
reclassified as (<4), (4–5), (5–6), (6–7), and (>7) with an interval of 1 (Figure 3f).

SPI can directly measure the erosion capacity of the stream. A higher SPI value indicates that the
stream has more powerful erosion on the slope surface [55]. The SPI values are mainly determined as
SPI = α tan β [54,70]. In this study, the SPI values were identified as five categories with an interval of
20, namely, (<20), (20–40), (40–60), (60–80), and (>80) (Figure 3g).

As another topographic index, STI has also been considered to construct the landslide
susceptibility model [73]. Similar to SPI, STI can quantitatively reflect the regional topographic
features and erosion conditions [74]. For the present study, STI values contained five categories with
an interval of 10: (<10), (10–20), (20–30), (30–40), (>40) (Figure 3h).

Rivers can not only affect the moisture distribution in slopes, but can also erode the toes of slopes,
which cause slope deformation and failure [75]. Thus, it is necessary to consider the river effects when
producing landslide susceptibility maps. In this study, based on the distance to rivers, five buffer
zones with an interval of 200 m were generated for each river: (<200 m), (200–400 m), (400–600 m),
(600–800 m), and (>800 m) (Figure 3i).

Generally speaking, road construction in mountainous areas, which always produce an
engineering load and destroy the integrity of slope structure, have significant negative impacts
on the slope stability [76]. Hence, the distance to roads is usually selected as a conditioning factor to
embody the influence of road engineering activities on landslide occurrence [77]. Here, values of the
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distance to roads were divided into five groups with an interval of 300 m, i.e., (<300 m), (300–600 m),
(600–900 m), (900–1200 m), and (>1200 m) (Figure 3j).

Fault structures affect the spatial distribution and characteristics of landslides in a certain
region [50]. According to relevant studies [30,78], the integrity of rock and soil mass generally decrease
as the distance to the faults shorten. In this way, landslide hazards are more likely to occur in the
neighboring area of faults. Ultimately, buffers of various faults in the study area were obtained and
reclassified into five categories with an interval of 1000 m: (<1000 m), (1000–2000 m), (2000–3000 m),
(3000–4000 m), and (>4000 m) (Figure 3k).

In terms of soil, this is an essential factor that has a strong correlation with landslide
occurrence [79]. To a great extent, the strength, root cohesion, permeability, and vegetation coverage
of the soil mass depend on the soil type [80,81], which can impact the failure characteristics of
slopes [82,83]. In this study area, a total of nine soil types were identified including cumulic anthrosol,
dystric cambisol, eutric cambisol, calcaric fluvisol, haplic luvisol, chromic luvisol, eutric planosol,
calcaric regosol, and eutric regosol (Figure 3l).

Land use is one of the most frequently used conditioning factors, and the correlation between
landslides and land use has been confirmed [84]. For instance, in some farmland regions, landslides
are frequent and common under long-term irrigation [85]. For the study area, the types of land use
mainly consist of farmland, forestland, grassland, water, residential areas, and bareland (Figure 3m).

NDVI is a very popular index to measure the degree of vegetation in a region. NDVI values
can be figured out by the formula NDVI = (I − R)/(IR + R), where IR is the infrared band and R is
the red band of the electromagnetic spectrum [86]. The range of NDVI values is from −1 to 1, and a
positive value means that the local ground is covered by vegetation. Five categories of NDVI values
were generated based on the natural break method [87], namely (–0.21–0.21), (0.21–0.36), (0.36–0.44),
(0.44–0.52), and (0.52–0.65) (Figure 3n).

Like soil, lithology is one of the most important factors that directly determines slope stability.
According to many existing studies, the physical and mechanical properties of rock mass usually
change dramatically with lithological units [88]. Therefore, most landslides occur in the sliding-prone
lithological units that have lower strength and a higher moisture content. For this study area, the strata
were mainly reclassified into twelve lithological units based on the lithofacies and geological ages, and
the specific distribution of various lithologies was illustrated in Figure 3o.

Rainfall is a crucial triggering factor that causes massive landslides by means of raising the
groundwater level and increasing pore water pressure [89]. It can be observed that the probability
of landslide occurrence indeed grows under the actions of long-term or heavy rainfall. Based on the
meteorological data of the study area, the corresponding rainfall map with an interval of 100 mm/yr
was produced, i.e., (<900 mm/yr), (900–1000 mm/yr), (1000–1100 mm/yr), (1100–1200 mm/yr),
(1200–1300 mm/yr), (1300–1400 mm/yr), (1400–1500 mm/yr), (1500–1600 mm/yr), (1600–1700
mm/yr), and (>1700 mm/yr) (Figure 3p).
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Figure 3. Thematic maps: (a) Slope angle; (b) Slope aspect; (c) Elevation; (d) Plan curvature; (e) Profile
curvature; (f) TWI; (g) SPI; (h) STI; (i) Distance to rivers; (j) Distance to roads; (k) Distance to faults; (l)
Soil; (m) Land use; (n) NDVI; (o) Lithology; and (p) Rainfall.

3.2. Weight of Evidence

Weight of evidence (WoE) is one of the most popular models that uses the Bayesian theory of
conditional probability to quantify spatial associations between evidence layers and known mineral
occurrences [90]. In the WoE method, conditional independence is the most important issue that
should be considered. The WoE is based on the calculation of positive weight W+ and negative weight
W− as follows:

W+ = ln
p{B|A}
p
{

B
∣∣A} (1)

W− = ln
p
{

B
∣∣A}

p
{

B
∣∣A} (2)

where B is the presence predictive factor; B is the absence of the predictive factor; A is the presence
of landslide; and A is the absence of landslide. In landslide susceptibility prediction, the weight
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contrast W f = W+ −W− was used to measure and reflect the spatial association between the landslide
conditioning factors and landslide occurrence [91].

3.3. Logistic Regression

Logistic regression (LR) is one type of regression analysis where categorical outcomes can be
predicted based on a certain predictor [92]. By using the logistic functions, probabilities of the possible
outcomes can be modeled [93].

The logistic regression model is useful for two-class classification. Assuming there are n samples
of the pairs, (xi, yi), i = 1, 2, . . . , n, yi ∈ {−1,+1} is a binary class label for each sample i = 1, 2, . . . , n
and weights (w, b). In the logistic regression for binary classification, the occurrence probability of the
class is modeled with the below function:

P(y = ±1|x, w) =
1

1 + exp(−y(wTx + b))
(3)

where b is the intercept; T is the matrix transposition; and the k-dimensional coefficient vector, w =

(w1, w2, . . . wk)
T are parameters to be estimated.

3.4. Random Forest

Random forests (RF) are an ensemble of separately trained binary decision trees [94]. In the
random forest algorithm, a random vector ik is naturally produced, independent from the previous
random vectors and distributed to all trees, and each tree is grown using the training dataset and
random vector ik, and outcomes are in the collection of tree-structured classifiers h(x, ik), k = 1, 2, . . . n
at input vector x. In this study, ik is the landslide conditioning factors. The random forest consisted
of two trees, namely, landslide and non-landslide, each constructed while considering sixteen
random features.

Generally, in a random forest algorithm, the generalization error is described as below [95]:

GE = Px,y(mg(x, y) < 0) (4)

where x and y are the landslide conditioning factors indicating the probability over the x, y space,
and mg is the margin function, which is defined as below:

mg(x, y) = avk I(hk(x) = y)−maxj 6=yavk I(hk(x) = j) (5)

Which measures the extent to which the average number of votes at random vectors for the right
output exceeds the average vote for any other output. The I(∗) is the indicator function [96].

4. Results

4.1. Correlation Analysis

The correlation between the conditioning factors and probability of landslides occurrence was
measured by the weight contrast W f , and the calculation results of the WoE model are listed in
Table 1. The LR method was employed to produce the landslide susceptibility map, and one of
the most critical applicable conditions of LR is that the landslide conditioning factors are mutually
independent [97]. Therefore, it is necessary to diagnose the multicollinearity of various conditioning
factors when evaluating landslide susceptibility [98]. Currently, the tolerance (TOL) (TOL = 1− R2,
and R is the coefficient of determination of the regression equation) and variance inflation factor (VIF)
(VIF = 1/TOL) have been applied in multicollinearity diagnosis [99–101].
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Table 1. Correlation between landslides and conditioning factors using the WoE model.

Factors Class No. of
Landslide

No. of Pixels
in Domain W+ W− Wf

Slope angle (◦) 0–10 36 738,360 0.077 −0.025 0.102
10–20 63 914,163 0.423 −0.246 0.669
20–30 29 821,142 −0.246 0.075 −0.320
30–40 11 468,077 −0.653 0.081 −0.734
40–50 2 155,377 −1.255 0.037 −1.292
50–60 0 24,357 0.000 0.008 0.000

60–72.83 0 1710 0.000 0.001 0.000
Slope aspect Flat 0 874 0.000 0.000 0.000

North 16 443,863 −0.225 0.033 −0.258
Northeast 16 405,251 −0.134 0.019 −0.153

East 17 376,207 0.001 0.000 0.001
Southeast 23 390,547 0.266 −0.044 0.310

South 32 374,222 0.639 −0.130 0.769
Southwest 13 344,928 −0.181 0.020 −0.201

West 9 354,647 −0.576 0.055 −0.631
Northwest 15 432,647 −0.264 0.037 −0.301

Elevation (m) 442–600 28 413,571 0.405 −0.079 0.485
600–800 48 512,157 0.730 −0.237 0.968

800–1000 31 377,619 0.598 −0.119 0.717
1000–1200 17 326,381 0.143 −0.018 0.161
1200–1400 15 398,407 −0.182 0.024 −0.206
1400–1600 2 385,439 −2.163 0.117 −2.281
1600–1800 0 376,083 0.000 0.128 0.000
1800–2000 0 247,350 0.000 0.083 0.000
2000–2200 0 78,216 0.000 0.025 0.000
2200–2410 0 7963 0.000 0.003 0.000

Plan curvature −14.0– −0.05 58 144,0116 −0.114 0.088 −0.203
−0.05–0.05 13 215,290 0.291 −0.025 0.316
0.05–13.07 70 1,467,780 0.055 −0.051 0.106

Profile curvature −14.28–−0.05 66 1,428,952 0.023 −0.020 0.042
−0.05–0.05 16 177,891 0.689 −0.062 0.751
0.05–14.77 59 1,516,343 −0.149 0.123 −0.271

TWI <4 11 558,428 −0.829 0.116 −0.945
4–5 50 1,000,955 0.101 −0.052 0.153
5–6 48 746,522 0.354 −0.143 0.497
6–7 20 393,490 0.119 −0.018 0.137
>7 12 423,791 −0.467 0.057 −0.523

SPI <20 88 1,740,663 0.113 −0.164 0.277
20–40 20 497,521 −0.116 0.021 −0.137
40–60 12 231,236 0.139 −0.012 0.151
60–80 5 133,800 −0.189 0.008 −0.197
>80 16 519,966 −0.383 0.062 −0.445

STI <10 90 1,722,652 0.146 −0.215 0.361
10–20 32 702,426 0.009 −0.003 0.012
20–30 6 295,062 −0.798 0.056 −0.853
30–40 5 141,300 −0.244 0.010 −0.254
>40 8 261,746 −0.390 0.029 −0.419

Distance to rivers (m) <200 27 521,129 0.138 −0.030 0.168
200–400 22 463,390 0.050 −0.009 0.059
400–600 18 427,717 −0.070 0.011 −0.081
600–800 19 374,831 0.116 −0.017 0.133

>800 55 1,336,119 −0.092 0.064 −0.156
Distance to roads (m) <300 33 343,852 0.754 −0.150 0.904

300–600 16 279,559 0.237 −0.027 0.264
600–900 8 245,226 −0.325 0.023 −0.348

900–1200 15 219,752 0.413 −0.040 0.453
>1200 69 2,034,797 −0.286 0.382 −0.668
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Table 1. Cont.

Factors Class No. of
Landslide

No. of Pixels
in Domain W+ W− Wf

Distance to faults (m) <1000 32 671,796 0.054 −0.015 0.069
1000–2000 18 503,008 −0.232 0.039 −0.271
2000–3000 21 412,189 0.121 −0.020 0.141
3000–4000 8 348,794 −0.677 0.060 −0.737

>4000 62 1,187,399 0.145 −0.101 0.246

Soil Cumulic
Anthrosol 20 360,361 0.206 −0.030 0.237

Dystric
Cambisol 4 113,893 −0.251 0.008 −0.259

Eutric Cambisol 31 249,592 1.012 −0.165 1.177
Calcaric Fluvisol 0 37,035 0.000 0.012 0.000
Haplic Luvisol 80 2,211,459 −0.222 0.393 −0.615

Chromic Luvisol 0 10,045 0.000 0.003 0.000
Eutric Planosol 3 14,836 1.500 −0.017 1.516

Calcaric Regosol 1 82,141 −1.311 0.020 −1.330
Eutric Regosol 2 43,824 0.011 0.000 0.011

Land use Farmland 86 90,0284 0.750 −0.601 1.351
Forestland 4 96,7369 −2.390 0.342 −2.732
Grassland 51 1,202,442 −0.062 0.037 −0.100

Water 0 18,838 0.000 0.006 0.000
Residential areas 0 33,563 0.000 0.011 0.000

Bareland 0 690 0.000 0.000 0.000
NDVI −0.21–0.21 4 67,502 0.272 −0.007 0.279

0.21–0.36 10 207,991 0.063 −0.005 0.068
0.36–0.44 63 651,020 0.762 −0.358 1.121
0.44– 0.52 56 1,089,392 0.130 −0.077 0.207
0.52–0.65 8 1,107,281 −1.832 0.379 −2.212

Lithology 1 27 363,139 0.499 −0.089 0.588
2 0 1694 0.000 0.001 0.000
3 2 136,901 −1.128 0.031 −1.159
4 6 398,403 −1.098 0.093 −1.191
5 0 7470 0.000 0.002 0.000
6 0 107,848 0.000 0.035 0.000
7 5 225,834 −0.713 0.039 −0.751
8 10 319,450 −0.366 0.034 −0.401
9 9 276,290 −0.326 0.027 −0.353

10 1 39,158 −0.570 0.005 −0.575
11 32 435,539 0.487 −0.107 0.594
12 49 811,460 0.291 −0.126 0.417

Rainfall (mm/yr) <900 8 189,533 −0.067 0.004 −0.071
900–1000 29 582,217 0.098 −0.024 0.122
1000–1100 23 282,006 0.591 −0.083 0.675
1100–1200 35 329,319 0.856 −0.174 1.030
1200–1300 16 271,086 0.268 −0.030 0.298
1300–1400 18 629,601 −0.457 0.089 −0.545
1400–1500 7 351,254 −0.818 0.068 −0.886
1500–1600 3 270,784 −1.405 0.069 −1.474
1600–1700 1 135,625 −1.812 0.037 −1.849

>1700 1 81,761 −1.306 0.019 −1.325

Generally, a TOL value less than 0.1 or a VIF value larger than 10 is regarded as a symbol of
multicollinearity [61]. In this study, the results of the WoE model were used as inputs to calculate the
TOL and VIF values of all of the conditioning factors. In accordance with the calculated results, there
was no multicollinearity among the landslide conditioning factors (Table 2).
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Table 2. Multicollinearity analysis.

Landslide Conditioning Factors
Collinearity Statistics

Tolerance (TOL) Variance inflation factors (VIF)

Slope angle 0.761 1.315
Slope aspect 0.883 1.133

Elevation 0.650 1.539
Plan curvature 0.714 1.400

Profile curvature 0.855 1.170
TWI 0.828 1.208
SPI 0.434 2.303
STI 0.402 2.489

Distance to rivers 0.946 1.057
Distance to roads 0.779 1.284
Distance to faults 0.908 1.101

NDVI 0.774 1.292
Soil 0.642 1.557

Land use 0.627 1.595
Lithology 0.765 1.308
Rainfall 0.664 1.507

4.2. Application of the WoE Model

In terms of slope angle, the slope angle between 10◦–20◦ (0.669) is more prone to landslide
occurrence. Additionally, the W f values of the region where slope angles larger than 50◦ are 0. For the
slope aspect factor, W f was the highest for south-facing (0.769). Furthermore, southeast-facing (0.310)
and east-facing (0.001) also had a positive correlation with landslide occurrence. In the case of elevation,
most landslides were distributed in the classes of 442–600 m (0.485), 600–800 m (0.968), and 800–1000 m
(0.717). When the elevation was larger than 1200 m, elevation had an inhibitory effect on landslides.
In the case of plan curvature, flat areas had a more important impact on landslides, whereas the W f
values of convex areas and concave areas were 0.106 and −0.203, respectively. In the case of profile
curvature, the W f values of the concave class, flat class, and convex class ere 0.042, 0.751, and −0.271,
respectively. For TWI, the highest W f value was observed for the interval of 5–6 (0.497) while the
class <4 (−0.945) had the lowest value. For SPI, the class <20 (0.277) had the highest W f value, and
the areas of SPI 20–40 and >60 were negative for landslides. For STI, the class <10 had the highest
W f value of 0.361, while the class 20–30 had the lowest value of −0.853. In the case of distance to
rivers, the classes of <200 m (0.168) and 600–800 m (0.133) occupied higher W f values when compared
to the other classes. In the case of distance to roads, the class of <300 m (0.904) had a more intimate
correlation with landslide occurrence. In the case of distance to faults, it can be seen that the class
>4000 m had the highest W f value of 0.246. For soil, eutric cambisol (1.177) and eutric planosol (1.516)
were more likely to induce landslides due to the dramatic falling of soil strength under saturated
conditions [85]. For land use, farmland (1.351) had the highest probability of landslide occurrence,
which may be essentially caused by irrigation. According to the W f values of NDVI, the class of
0.36–0.44 (1.121) mainly contributed to landslide occurrence, while the lowest value was for the class
of 0.52–0.65 (−2.212), which indicates that high vegetation coverage can restrain landslides. In the case
of lithology, the W f values of group 1 (Q) (0.588), group 11 (Ar) (0.594), and group 12 (Pt, Pz) (0.417)
were larger than 0, indicating that these lithological groups had the highest susceptibility to landslide.
In the case of rainfall, the range between 1100–1200 mm/yr (1.030) showed high susceptibility for
landslide occurrence.

The calculated W f values for all landslide conditioning factors were summed using the following
equation to construct the landslide susceptibility map (LSM):
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LSMWoE = Slope angleWf + Slope aspectWf + ElevationWf + Plan curvatureWf
+Profile curvatureWf + TWIWf + SPIWf + STIWf + Distance to riversWf
+Distance to roadsWf + Distance to faultsWf + NDVIWf + SoilWf + LanduseWf
+LithologyWf + RainfallWf

(6)

The integrated result of the WoE model is shown in Figure 4. The LSM was reclassified into five
classes based on the natural break method: very low, low, moderate, high, and very high.
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4.3. Application of the WoE-LR Model

In this case, SPSS 18.0 software was applied to build a landslide susceptibility model with the
WoE-LR model. The input table of the LR model can be generated by the determined class values
of variables based on the WoE model [54]. In the analysis process, a forward stepwise LR was
adopted, and the analysis results are given in Tables 3 and 4. The Cox and Snell R Square (0.245) and
Nagelkerke R Square (0.326) are two pseudo determined coefficients that are used to reflect the degree
of independent variables explaining dependent variables [102,103]. According to Table 4, the LR
equation and landslide occurrence probability P can be expressed as Equations (7) and (8), respectively.

y = 1.122× Slope angle + 2.157× Slope aspect + 0.986× Elevation
+2.505× Plan curvature + 0.868× Profile curvature + 1.764× TWI
+1.427× SPI + 1.142× STI + 0.512×Distance to rivers
+1.445×Distance to roads + 0.972×Distance to faults
+0.859×NDVI + 1.392× Soil + 1.634× Landuse + 1.032× Lithology
+1.594× Rainfall + 0.806

(7)

P =
ey

1 + ey (8)
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Table 3. Maximum likelihood estimation and Cox and Snell’s and Nagelkerke’s R-square.

−2 Log Likelihood Cox & Snell R Square Nagelkerke R Square

311.780 0.245 0.326

Table 4. Coefficients of WoE-LR model.

Landslide Conditioning Factors Coefficients

Slope angle 1.122
Slope aspect 2.157

Elevation 0.986
Plan curvature 2.505

Profile curvature 0.868
TWI 1.764
SPI 1.427
STI 1.142

Distance to rivers 0.512
Distance to roads 1.445
Distance to faults 0.972

NDVI 0.859
Soil 1.392

Land use 1.634
Lithology 1.032
Rainfall 1.594

Constant 0.806

Ultimately, the landslide susceptibility index (LSI) for the LR model were obtained based on
Equation (8), moreover, the LSI values were reclassified into five categories by the natural break
method: very low, low, moderate, high, and very high (Figure 5).
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4.4. Application of the WoE-RF Model

Similarly, the calculated results of the WoE model can be used as input for the RF model. In this
study, training of the RF model was implemented by WEKA software. During the analyzing process,
the importance of various conditioning factors can be measured quantitatively and ordered by MDA
(mean decrease accuracy) and MDG (mean decrease Gini). Generally, MDA is determined during
the Out-Of-Bag error calculation phase, while MDG is a measure of how each variable contributes
to the homogeneity of the nodes and leaves [104]. The values of the above-mentioned two metrics
of the conditioning factors are illustrated in Figure 6, and a larger value of MDA or MDG means a
higher importance of the corresponding variable. Accordingly, in terms of MDA, land use is the most
critical factor in the RF model, while soil is second in importance only to land use. For the MDG,
the importance of elevation was first, followed by rainfall and land use. Finally, based on ArcGIS
software, the landslide susceptibility map using the WoE-RF was generated and is shown in Figure 7.Appl. Sci. 2018, 8, x FOR PEER REVIEW  19 of 30 
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4.5. Validation of Landslide Models

Currently, the ROC and AUC have been widely applied to validate the performance of determined
landslide susceptibility models [64,69,105]. The ROC curve can be generated by plotting the false
positive rate (100-specificity) in the x-axis versus the sensitivity in the y-axis [71]. The area under
the ROC curve (AUC) is an indicator of the global summary measure of the performance of a
model [106–108]. In the present study, to assess the validation of the WoE, WoE-LR, and WoE-RF
models, the ROC curves of three models with training and validation datasets are described in Figures 8
and 9.
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In the case of the training dataset, the WoE-RF model had the best performance with the highest
AUC value of 0.802, while the AUC values of the WoE model and WoE-LR model were 0.720 and
0.773, respectively. Meanwhile, the WoE-RF model had the lowest standard error (0.0275) and a 95%
confidence interval of 0.729–0.829. Thus, the WoE-RF and WoE-LR models can improve the accuracy of
the traditional WoE model in this study, and the WoE-RF model showed a relatively better performance.

In the case of the validation data, it can be seen that the AUC values of the various models
decreased slightly when compared with the training dataset. The AUC values were 0.695, 0.763,
and 0.782 for the WoE model, WoE-LR model, and WoE-RF model, respectively. Similarly, the lowest
standard error was 0.0430 for the WoE-RF model, followed by the WoE-LR model (0.0440), and the
WoE model (0.0484). The detailed results demonstrated that the WoE-RF model had a prominent
prediction capacity on landslide susceptibility mapping.

5. Discussions

Under the action of environmental factors and human activities, the frequency of landslide
occurrence has been increasing in recent decades, which may result in catastrophic losses on lives,
resources, and property [109,110]. Currently, numerous approaches have been used in landslide
susceptibility mapping such as FR [23], WoE [19], IoE [111], machine learning [64,112], and ensemble
learning models [53,54]. In the above-mentioned models, the probabilistic meaning and calculation
procedure of the WoE model are relatively concise and specific, which makes the WoE a classical and
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widely used method in landslide susceptibility mapping. Nevertheless, due to the uncertainties and
fuzziness in the data of the conditioning factors [113], for different datasets, the performance of the
WoE models were significantly distinguished [114–116]. In the present study, the integrated ensemble
WoE with LR and RF models were proposed and applied for landslide susceptibility modeling in order
to improve the accuracy and generalization ability of the traditional WoE model.

Landslide inventory map is a preliminary step toward landslide susceptibility, hazard and
risk assessment [59]. Generally, there are two classes of Landslide inventories: landslide-event
inventories that are associated with a trigger and historical landslide inventories [59,117]. In the
present study, we adopted the latter formation, which was the sum of many landslide events
over a long time. However, the evidence of many smaller landslides might has been lost due to
various degrees of modification by subsequent landslides, erosional processes, vegetation growth and
anthropic influences [59]. Therefore, application of multi-temporal high-resolution satellites images for
interpretation of smaller landslides may be an effective supplement to the current landslide inventory
and efficient for improving the accuracies of landslide susceptibility maps.

According to the existing literature and multicollinearity analysis, sixteen conditioning factors
were selected: slope angle, slope aspect, elevation, plan curvature, profile curvature, TWI, STI, SPI,
distance to rivers, distance to roads, distance to faults, NDVI, soil, land use, lithology, and rainfall.
Furthermore, based on the W f values, the relationships between landslide occurrence and these factors
were analyzed. It was demonstrated that all factors had nonlinear relationships with landslides. In
addition, the RF model was employed to measure the importance of factors with two indices, the MDA
and MDG. In terms of MDA, it could be observed that the most critical factor was land use, followed
by soil and elevation. Slope angle had the lowest impact on landslide occurrence. However, for MDG,
the importance of elevation, rainfall, and land use ranked first, second, and third, respectively, while
the lowest MDG value was for profile curvature.

There are some classification techniques for a landslide susceptibility map in GIS software, such
as manual, defined interval, natural break, equal interval, quantile, standard deviation, geometrical
interval, and landslide percentage [118]. Generally, user-defined classification is more difficult for
the reader to interpret and justify. Therefore, current automatic classification systems should be used
instead of a user-defined classification [118]. Besides, when landslide susceptibility indexes have
positive or negative skewness, the best classification methods are quantile or natural break [119]. In the
present study, natural break method, which is the most commonly used models [120,121], is the most
suitable method for modelling landslide susceptibility according to the histogram of data distribution.

In this paper, a comparison study of the WoE, WoE-LR, and WoE-RF models was implemented.
LR is a widely used model for classification, particularly for binary classification problems [122].
Thus, we integrated the WoE with the LR model to acquire a better classifier. The WoE-RF model
is a combination of the weight of evidence and random forest approach. It has been proven that
RF is one of the most popular classification algorithms and can improve the performance of single
classifiers [96,123]. Moreover, RF can decrease the dependence of the WoE model on independence
among the conditioning factors. Accordingly, the results showed that both the LR model (AUC = 0.773
for training data; AUC = 0.763 for validation data) and RF model (AUC = 0.802 for training data; AUC
= 0.782 for validation data) can increase the performance of the traditional WoE model (AUC = 0.720
for training data; AUC = 0.695 for validation data), and the WoE-RF model produced the best results.

Comparing the overall classification results of the three models, the results confirmed that the
RF model had a better performance on improving the generalization ability of a weak classifier and
raising the corresponding prediction accuracy. Therefore, the landslide susceptibility maps generated
by the WoE-RF and WoE-LR models contain reference meaning for the study area to a certain extent.
Furthermore, the procedure of factor selection and ensemble model construction is of some value to
similar studies.
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6. Conclusions

The results are indicative of the quality of the maps drawn by the hybrid approaches of traditional
bivariate weights of evidence (WoE) with multivariate logistic regression (WoE-LR) and machine
learning-based random forest (WoE-RF). In general, the following conclusions can be drawn:

(1) Geomorphological factors, geological factors, geo-environmental factors, and anthropogenic
factors were used for the development of the landslide model. The preliminary selection of these
16 conditioning factors was based on the multicollinearity diagnosis. The TOL and VIF values of all
the conditioning factors indicated no multicollinearity.

(2) According to the results of the WoE model, most occurred at slopes of 10–20◦ with the south
aspect, elevations of 600–800 m, distance to rivers of <200 m, distance to roads of <300 m, and a
farmland land cover category.

(3) WoE-RF possessed relatively good accuracy when compared to the WoE-LR and WoE models.
By using the ROC curve, the AUC values of the training dataset produced by these three methods
were 0.802, 0.773, and 0.720, respectively. For the validation dataset, the AUC values were 0.782, 0.763,
and 0.695, respectively. It can be concluded that the proposed hybrid models are promising approaches
for the spatial prediction of landslides and can also be applied in other landslide-prone areas.
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