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Abstract: Network slicing to create multiple virtual networks, called network slice, is a promising
technology to enable networking resource sharing among multiple tenants for the 5th generation
(5G) networks. By offering a network slice to slice tenants, network slicing supports parallel services
to meet the service level agreement (SLA). In legacy networks, every tenant pays a fixed and roughly
estimated monthly or annual fee for shared resources according to a contract signed with a provider.
However, such a fixed resource allocation mechanism may result in low resource utilization or
violation of user quality of service (QoS) due to fluctuations in the network demand. To address
this issue, we introduce a resource management system for network slicing and propose a dynamic
resource adjustment algorithm based on reinforcement learning approach from each tenant’s point of
view. First, the resource management for network slicing is modeled as a Markov Decision Process
(MDP) with the state space, action space, and reward function. Then, we propose a Q-learning-based
dynamic resource adjustment algorithm that aims at maximizing the profit of tenants while ensuring
the QoS requirements of end-users. The numerical simulation results demonstrate that the proposed
algorithm can significantly increase the profit of tenants compared to existing fixed resource allocation
methods while satisfying the QoS requirements of end-users.

Keywords: network slicing; dynamic resource adjustment; Q-learning

1. Introduction

5G networks are expected to provide a wide variety of services to individual users and industry
customers who may have different quality of service (QoS) requirements. The explosive data traffic
demand in 5G has stressed the need for the network capacity increase. Thus, 5G should be more
flexible and scalable enough to meet a variety of requirements of the traffic. However, traditional
network upgrade methods for increasing the network capacity such as vertical and horizontal scaling
create excessive operating and capital expenses of network operators. The concept of network slicing
through resource sharing has been presented as a promising solution to achieve efficient and affordable
5G. Network slicing divides a single physical network into multiple virtual networks to be configured
to provide specific QoS as required by different applications and traffic classes. From the network
management point of view, the mechanism for resource allocation across slices is the major research
direction for network slicing and enables each slice’s own set of allocated resources to be separately
operated and maintained

Network slicing provides new business opportunities for service providers and vertical industries,
including healthcare, IoT, smart cities, and mobile broadband services. Since network slices will be
used by traffic engineering businesses, network slicing is a matter of business and economic model as
well as a simple resource allocation mechanism. Entities involved in the network slicing business can
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be roughly categorized into slice providers and slice tenants. The owner of each network slice is known
as a slice tenant [1]. The slice provider provides the customized network to the slice tenants [2]. Each
entity independently pursues a profit-earning business model. The slice tenants have the discretion
to decide how much amount of resource should be purchased according to the traffic and market
conditions. The slice provider can establish a service level agreement (SLA) contract according to
resource requests from slice tenants. In addition, users, who consume services offered by each tenant,
pay tenants a fee for using the services.

Despite the resource sharing concept, which is a key idea of network slicing, has recently attracted
considerable attention, an efficient use of resources is still a challenge. In legacy networks, every tenant
pays a fixed and roughly estimated monthly or annual fee for shared resources according to a contract
signed with a provider in an exclusive and excessive manner [3]. The 3rd Generation Partnership
Project (3GPP) suggests that static resource allocation based on fixed network sharing can be one of the
approaches for resource management in network slicing. However, such a static allocation mechanism
may lead to low efficiency. For example, suppose that an amount of bandwidth enough to support the
peak traffic demand is statically allocated to a network slice. In this case, the bandwidth utilization
will be low on average due to continuous fluctuations in the network demand, even leading to a very
high tenant’s cost. Obviously, exclusive and excessive resource allocation, which cannot adapt to the
change of network demand, is not a cost-effective method.

A dynamic resource trading mechanism can be a solution to the inefficient resource allocation.
With dynamic trading of shared resources, a network operator can allocate the necessary resources
as traffic changes. However, it is difficult to negotiate and optimize resource allocation, because the
resource is not managed by a single management entity, and several business entities independently
participate in resource trading for their own benefit. This dynamic trading involves a very high
computational cost and can make it impractical for real-scenarios. As a solution, Q-learning can be
a reasonable approach; it can choose an optimal action in real-time without considering the future
information at upcoming slots, which may represent a definite advantage in real-world scenarios.

On the 5G standardization front, various approaches to resource management in network slicing
are currently specified by the 3GPP. The slice tenant and provider are the entities that provide various
services; thus, they should negotiate the resource according to the information such as the type of
service and traffic fluctuations. In this paper, we propose a resource management mechanism based
on variations of the traffic mix using Q-learning algorithm. Our approach is based on the ability of
tenants to manage resource allocation and negotiate their resource with the provider. Since we focus
on resource management from each tenant’s point of view, the Q-learning algorithm operates on each
tenant’s resource management controller. A tenant has two business interfaces: one interface toward
the provider, and the other toward the end-user. The former interface is used for acquiring network
resources upon the requirements and paying for the resources to the provider. In other words, each
independent tenant trades resources with the provider, and there is no direct resource transaction
between the tenants. The tenant interacts with end-users using the latter interface to provide the
resources to them. Under such a Q-learning-based dynamic resource trading environment, each tenant
exhibits a strategic behavior to maximize its own profit. Meanwhile, since the tenants are independent
business entities, they want to purchase as much amount of resource as they need, and, in this case,
the physical resource may become scarce. Therefore, the provider manages the limited resource by
increasing the resource price as the resource demand increases. This basic knowledge of the market
is that the price increases if the demand increases, and this mechanism keeps the trading market in
balance [4]. Our contributions are summarized as follows.

• We model a network slicing resource trading process between the slice provider and multiple
tenants in a network slicing environment using a Markov Decision Process (MDP).

• We propose taking a ratio of the number of inelastic flows to the total number of flows in each
network slice as an MDP state parameter to characterize different QoS satisfaction properties of
each slice to the change of slice resource allocation.
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• We propose a Q-learning-based dynamic resource management strategy to maximize tenant’s
profit while satisfying QoS of end-users in each slice from each tenant’s point of view.

The rest of the paper is organized as follows. In Section 2, we briefly review the related work on
resource management systems and business models in network slicing. In Section 3, we describe the
service model and resource trading model for network slicing. In Section 4, we outline the design of the
proposed resource management system using an MDP. In Section 5, we propose a dynamic resource
adjustment algorithm based on the Q-learning approach. We present the performance evaluation
results in Section 6. Finally, we conclude this paper in Section 7.

2. Related Work

The topic of network slicing has received substantial attention among the research community.
The end-to-end network slicing allocates slice components spread across the entire network to the
tenants to satisfy the diverse requirements with flexibility and scalability [5]. From the current
technology’s point of view, although network slicing is still a theoretical step, many researchers are
looking forward to making a commercial product out of the network slicing concept for 5G systems
because of the flexibility and scalability provided by network slicing. In fact, business opportunities of
network slicing paradigm can promote an economic advantage for 5G. In [6], Habiba and Hossain
conducted a survey of the economic aspects of network slicing virtualization in terms of network
resource and pricing based on various auction mechanisms. They presented the fundamentals of
auction theory in designing the business model and simultaneously attempted to optimize resource
utilization and profit using a pricing rule. The auction theory is able to model interactions among the
provider and multiple tenants. In [7], Luong et al. reviewed resource pricing approaches for efficient
resource management to maximize the benefits of the provider and tenants. They emphasized that an
efficient mechanism of resource allocation is required for the high resource utilization of the provider
and QoS for end-users of tenants.

There has been a significant amount of research work on the management and orchestration of
network slicing. In [8], Alforabi et al. comprehensively summarized principal concepts, enabling
technologies and solutions as well as the current standardization efforts such as the software-defined
networking (SDN) and network function virtualization (NFV). By presenting relevant research, they
described how end-to-end network slicing can be achieved by designing, architecting, deploying, and
managing network components in 5G networks. An important issue of network slicing is the resource
allocation to satisfy a number of heterogeneous service requirements by taking the tenant’s point of
view. Under such a resource allocation model, every tenant has the ability to allocate network resources
to their own slice according to their strategic behavior. In [9,10], Caballero et al. focused on resource
allocation based on a game-theoretical model for tenants’ strategic behavior and analyzed parameters
to reduce cost while maintaining the QoS. The Fisher market mechanism has been used to share the
resources of each tenant in a fair manner according to different requirements of end-users who are
served by each tenant. The tenants indicate their preferences to the infrastructure and then receive
resources of the base station according to their preferences. On the other hand, there is a strategy of
the resource allocation and admission control focusing on how the mobile network operator (MNO)
adjust slice parameters to maximize the overall revenue. When a tenant issues a service request to
create a new slice, the MNO considers the admission of the slice. If MNO determines approval of the
request, a slice is created and granted to the tenant. In [11], Bega et al. proposed a mechanism that
MNO has the authority of admission control of tenants to maximize the revenue of a network. In [3],
Han et al. proposed a genetic optimization for resource management across the slices using an MNO’s
binary decision.

However, the majority of such studies have not considered dynamically changing resource
requirements over time. Thus, most of their business models were quite simple in that a fixed
and roughly estimated monthly or annual fee was paid for the resource sharing. The operation in
such a framework can often incur unnecessary expenditure due to unused resources or resource
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scarcity. To address this issue, there are some studies that have considered resource trading in the
context of network slicing. In [12], Xie et al. proposed a dynamic resource pooling and trading
mechanism in network virtualization using Stackelberg game to achieve more efficient utilization
of network resources. In [13,14], Akguel et al. proposed an algorithm for trading resources among
tenants. However, their approach involves a high computational cost that can make it impractical for
real-scenarios. In contrast, we consider Q-learning-based approach to determine how much amount of
resource a tenant needs to purchase in advance using only the current information while considering
the future rewards at upcoming slots. This reinforcement learning based approach can solve the
resource trading problem for network slicing with reasonably low complexity, and thus is applicable
to real-world applications in practice.

3. System Model

3.1. Overall System Architecture

In this section, we first describe the overall system architecture depicted in Figure 1. Table 1
summarizes the notation adopted in this work. Consider a network slicing infrastructure consisting of
a set of network slices denoted as N = {1, 2, · · · , N}, where N is the number of slices. These multiple
slices are built upon a physical network comprised of a radio access network and core network. There
are two different types of resources spread across the entire physical network: virtual network function
(VNF) resources and transmission resources. Network flows in a slice n ∈ N, denoted as f , traverse a
sequence of data centers executing a specific VNF and a number of physical transmission links and
nodes before reaching the destination. The flows consume computing resources when traversing
network servers, and occupy transmission resources on physical links and nodes for transmission.
We treat the computing resources for network services, analytics and security in the data center as a
single type of integrated VNF resources. Similarly, integrated transmission resources indicate wired
and wireless bandwidth. We simply consider that such types of resources are proportional to the data
rate. We assume that time takes discrete values denoted as t = 1, 2, 3, · · · , and the achievable rate for
a network slice at a time slot t is denoted as Rn,t. In this paper, bandwidth is used as an example of
resources unless otherwise stated.

BBU

Core networkRadio access network
Edge network

VNF resources

Transmission

resources

Edge cloud

Slice provider

Central cloud

Slice tenants
Business entity

in network slicing

Data center

slice 1

slice 2

Money
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SDN- and NFV-enabled

switch
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Figure 1. Business entities and shared resources in network slicing infrastructure.
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Table 1. Parameters.

Parameter Meaning

n ∈ N Set of network slices
f ∈ F Set of flows
i ∈ I Set of inelastic flows
e ∈ E Set of elastic flows
t Time slot
T Lifetime of slice
t̂ Time zone index
τ Number of time zones
h Interval of resource trading
Rn,t Achievable rate of slice n at t
Rbuy

n,t Total purchased bandwidth of slice n at t
Rsell

n,t Total selling bandwidth of slice n at t
Rviolate

n,t Total bandwidth that violates QoS of slice n at t
ϕ Flow ratio
di Instantaneous bandwidth demand of inelastic flow i
de Average bandwidth demand of elastic flow e
Dn,t Total bandwidth demand of slice n at t
ri

t Data rate consumed by inelastic flow i at t
re

t Data rate consumed by elastic flow e at t
st ∈ S Set of states
at ∈ A Set of Actions
σ Resource trading unit
v(st, at) Reward function
Vπ

t Total discounted reward
pbuy Unit buying price
psell Unit selling price
ρ Price ratio
α Learning rate
γ Discount factor
ε ε-greedy parameter

In our system, three stakeholders, namely the slice provider, slice tenant, and end-user, interact
to realize the end-to-end communication service. As the slice provider and a number of slice tenants
are independent business entities, they act independently to generate their own profits. Each slice
tenant makes requests for the creation of new network slice instances and manages own network
slice. From the business point of view, the tenants try to purchase resources for slice creation from
the provider upon receiving requirements of the end-users in their slices. The provider possesses
a physical resource pool and can sell resources to the tenants on demand. The total amount of the
resource pool is Rphy. The initial resource Rini is first bundled into slices and then allocated to the
slices. The tenants monitor the resource demand and utilization at every discrete time slot t. The
resource amount allocated to each slice n at time slot t through resource trading is Rbuy

n,t . The total
resource amount allocated to all slices cannot exceed the amount of the available physical resource,
(i.e., Rn,t = ∑n∈N Rbuy

n,t ≤ Rphy). Since there may exist unnecessary resources waste or resource scarcity
due to demand fluctuations of end-users, the tenants should be able to trade unused resources and
acquire additional resources from the provider. Therefore, each tenant should determine whether to
increase or decrease the amount of resource being bought from the provider at each trading interval h.
However, this adjustment may cause an overhead, especially for short periods of trading. Because an
excessive resource adjustment rate can be a burden on a resource controller, the operator should set
the trading interval h appropriately depending on the dynamics of the demand change.

Let pbuy and psell denote a unit buying price and a unit selling price of the bandwidth, respectively.
Therefore, the tenants pay a fee of pbuy · Rbuy

n,t for the purchased resources to the provider every time
slot t. If the total resource demand of the slices and the amount of resource allocated to the slices
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change, the provider also should change the resource price, which is the buying price. This leads
tenants to reduce the amount of resource purchase by raising the price when the resource becomes
scarce. We simply assume that the unit buying price is proportional to the total allocated resource
amount of all slices as follows:

pbuy = ν · ∑
n∈N

Rbuy
n,t , (1)

where ν is a constant value. Similarly, the end-users pay a fee of psell · Rsell
n,t for their resource

consumption to each tenant, where Rsell
n,t denotes the resource amount that each tenant sells to the

end-users. It is assumed that each tenant determines a fixed unit selling price when entering into the
initial contract with the end-users.

3.2. Service and Traffic Model

In general, network slices may support different services (e.g., streaming, P2P, and web) consisting
of a single type or multiple types of the network traffic. Thus, we assume that slices consist of different
types of traffic depending on their services. Internet traffic is mainly categorized into two types of
traffic: elastic traffic and inelastic traffic [15]. Since elastic traffic is less sensitive to the delay and
bandwidth constraints, it does not instantly require minimum bandwidth requirements but usually
prefers high throughput. The file transfer service is an example of the elastic traffic. On the other hand,
inelastic traffic usually requires strict bandwidth to support real-time traffic such as streaming services
and online gaming. For this reason, it always needs to receive instantaneous bandwidth at every time
slot t. We denote I = {1, . . . ,|I|} as the set of inelastic flows, and E = {1, . . . ,|E|} as the set of elastic
flows. Each inelastic flow i ∈ I always requires an instantaneous bandwidth di at every time slot t,
whereas each elastic flow e ∈ E needs an average bandwidth de over a long time scale. In our system
model, it is assumed that all slices are characterized by the ratio of elastic traffic to inelastic traffic. Our
framework has the flexibility to accommodate various types of service models. For example, if the
tenant is a streaming service operator, it may have a slice with almost inelastic flows and others with
almost elastic flows. On the other hand, in the case the tenant is a mobile network operator, the flows
of a slice can have different service requirements such as an elastic and inelastic traffic mix scenario.

To evaluate the QoS directly depending on the resources consumed by end-users, we describe
how the respective QoS function of each of the traffic types can be obtained from the general utility
function used in [16]. Figure 2 shows that the QoS function reflects the performance according to
the bandwidth requirements of each traffic type. Typically, elastic traffic does not need to achieve
the minimum rate, i.e., dmin

e = 0. Instead of the minimum rate, elastic traffic requires the average
bandwidth, denoted as davg

e , because this traffic does not have strict delay and bandwidth constraints
as mentioned above. It also does not require maximum bandwidth because high throughput is usually
desirable. Therefore, its QoS gradually increases as the received bandwidth increases. Unlike elastic
traffic, inelastic traffic always needs to achieve the minimum rate, i.e., dmin

i > 0. When the received
bandwidth of each flow is lower than dmin

i , the QoS is the minimum value. QoS gradually increases
as the received bandwidth increases between dmin

i and dmax
i similar to elastic traffic, which reflects

the sensitivity of variations in QoS (e.g., video quality). Because improving the rate beyond what is
required for the highest QoS is not useful, there exists a saturation region, i.e., the maximum QoS
denoted as qmax. To easily analyze the performance, we assume in this study that QoS of each flow is
qmax if the bandwidth is larger than dmin

i .
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Figure 2. QoS with respect to the resource demand.

According to the system model explained above, the bandwidth is provided to inelastic flows at
time slot t first. Thus, sufficient bandwidth is provided to inelastic flows to guarantee the minimum
demand, while elastic flows equally receive the share of the remaining bandwidth. Therefore, inelastic
flows are first provided with sufficient bandwidth as follows:

ri
t = min(

Rn,t

|I| , dmin
i ), (2)

where ri
t is the data rate consumed by inelastic flow i at t. If the number of inelastic flows is too large

(i.e., ∑i∈I dmin
i /Rn,t > 1), not all inelastic flows can receive enough bandwidth. In this case, we meet

the demands of as many inelastic flows as possible and provide the remaining bandwidth to elastic
flows. The remaining resources are equally shared among the elastic flows as follows:

re
t =

Rn,t −∑
|I|
i=1 ri

t
|E| , (3)

where re
t denotes the data rate consumed by elastic flow e at t. Both inelastic and elastic traffic occur

following a Poisson process, and the flows’ lifetime follows exponential distribution in our system
model.

4. Resource Trading System Using a Markov Decision Process

In this section, we outline the design of our dynamic resource trading system that aims at
maximizing the profit of a slice tenant using an MDP. The MDP is defined by a 4-tuple as M =

〈S, A, V, P〉, where S, A, V, and P denote the state space, action space, reward function, and transition
probability, respectively. In any state st ∈ S at time slot t, one of the available actions at ∈ A can be
selected. After the selected action has been taken, the state st may change to the next state st+1 with
a state transition probability of P(st+1|st, at). V(st, at) represents an immediate reward that can be
obtained by taking action at in state st.

4.1. State Space

In our system, the tenant plays a role as an agent that interacts with the environment and exhibits
strategic behavior to maximize its reward. The state space at time slot t can be defined as

st = [ϕ, Dn,t, ρ, t̂] ∈ S, (4)
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where ϕ, Dn,t, ρ, and t̂ are the flow ratio of the slice, total resource demand, current market price ratio,
and time zone index of the current time slot, respectively. The information of these four state elements
is considered to be known to the tenant at each time slot t.

To characterize the type of services supported by each slice, we define the flow ratio, denoted as ϕ,
which is computed by dividing the number of inelastic flows by the total number of flows as follows:

ϕ =
|I|

|I|+|E| , (5)

where I and E denote the set of inelastic and elastic flows, respectively. We expect ϕ to be used as a
parameter to determine how much bandwidth the tenant purchases in advance. It is a very important
approach for our dynamic resource trading system because the system will violate QoS and get a
penalty if there is not enough immediate bandwidth. The effect of ϕ on the system performance is
analyzed in detail in Section 6.

Let Di
n,t be the sum of the minimum demands of all inelastic flows belonging to slice n at time

slot t and De
n,t denote the sum of the average demands of all elastic flows served by slice n at time slot

t, respectively, as follows:
Di

n,t = ∑
i∈I

dmin
i , De

n,t = ∑
e∈E

davg
e . (6)

Then, we can define the total resource demand at time slot t, which is the sum of the minimum
demands of all inelastic flows and average demands of all elastic flows, as follows:

Dn,t = Di
n,t + De

n,t. (7)

If the total bandwidth demand exceeds the total purchased bandwidth at time slot t, i.e., Dn,t >

Rn,t, resource utilization is 1 because the used bandwidth cannot exceed the total purchased bandwidth.
The price ratio, denoted as ρ, represents the ratio of the unit price of the bandwidth that tenants

purchase from the provider to the unit price of the bandwidth that they sell to the end-user, i.e.,
ρ = pbuy/psell . ρ is included in the state since it highly affects the profit of the slice tenant. We assume
that pbuy is determined by the provider according to the amount of the total resource remained in
the physical network. For example, if the amount of remaining resource in the physical network is
decreased, the provider increases pbuy. This implies that pbuy can play an important role in the resource
balancing in the physical network through regulating the amount of resource being purchased by
adjusting pbuy.

Time slot needs to be included in the state because the tenant may act differently at different time
slots. As an effort to avoid a situation that the number of states goes infinitely high, we apply the
concept of the time zone; i.e., we use the index of the time zone rather than the index of the actual time
slot. Let τ and T denote the number of time zones in the slice and the lifetime of the slice, respectively.
Then, the time zone index of the current time slot can be defined as follows:

t̂ =
⌈

t · τ
T

⌉
. (8)

4.2. Action Space

In a given state st, the tenant selects an action at from the set of possible actions defined as

A = [+σ,+2σ,+4σ,+8σ,−σ,−2σ,−4σ,−8σ, 0], (9)

where σ represents the resource trading unit. For instance, if a positive/negative action is taken, the
agent increases/decreases the amount of resource being bought from the provider. at = 0 means
that the agent keeps maintaining the amount of resource. We define a possible action set Ā in the
action space A. In each trading interval h, Ā is constrained by the amount of the allocated resource.
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For example, if a slice does not have enough resource to satisfy the requirements, i.e., Rn,t < Dn,t, it
certainly has to purchase more bandwidth, whereas if Rn,t = Dn,t, one more action, at = 0, is also
available. Otherwise, all actions are available. As a result, Ā can be determined as follows:

Ā =


[+σ,+2σ,+4σ,+8σ], if Rn,t < Dn,t,

[+σ,+2σ,+4σ,+8σ, 0], if Rn,t = Dn,t,

A, otherwise.

(10)

4.3. Reward Function

Let v(st, at) denote the reward function that returns a reward indicating the profit of the tenant.
When action at is taken at state st, v(st, at) can be defined as

v(st, at) = psell · (Rsell
n,t −ω · Rviolate

n,t )− pbuy · Rbuy
n,t , (11)

where ω is the QoS-weight factor determining the importance of the QoS compared to the profit.
In Equation (11), Rviolate

n,t is an amount of bandwidth that violates QoS when the total resource demand
Dn,t exceeds the achievable rate Rn,t at time slot t (i.e., Rviolate

n,t = Rn,t − Dn,t). In other words, if the
amount of bandwidth is insufficient compared to the resource demand, the QoS of some flows may be
violated. In this case, a penalty will be imposed by ω · Rviolate

n,t . To let the system meet the QoS more
strictly, we can increase ω to impose a larger penalty for the QoS violations. Using the reward v(st, at),
we define the total discounted reward Vπ

t to take into account future rewards as follows:

Vπ
t = v(st, at) +

∞

∑
i=1

γi · v(st+1, at+1), (12)

where 0 ≤ γ ≤ 1 is a discount factor weighting future rewards relative to current rewards. Our
ultimate goal is to find an optimal policy that can maximize Vπ

t . In the next section, a dynamic resource
adjustment algorithm using Q-learning is proposed to find the optimal policy.

5. Dynamic Resource Adjustment Algorithm

Based on the model presented in the previous section, we propose a dynamic resource adjustment
algorithm that aims at maximizing slice tenant’s profit by learning with the reward resulting from the
previous action while satisfying the requirements of flows. Our adjustment algorithm is based on the
Q-learning approach. Q-learning is one of the most widely used reinforcement learning techniques,
which finds and selects an optimal action based on Q-function that defines state–action pairs. A
Q-value represents the expected long-term reward of an agent under the assumption that it chooses
the best actions from a specific state. First, the agent perceives the current states of the system and
takes an action according to policy π defined as

π = max
a∈A

Q(st, at), (13)

where Q(st, at) is the Q-value, and the system keeps a memory for all state–action pairs. If the action
at that has the maximum Q-value at the current state is selected by the policy, the reward is calculated
according to Equation (11), leading to updating the Q-value. If the agent infinitely visits all state–action
pairs, Q-values converge to an optimal value.

However, always taking the best action with the maximum Q-value at every state (i.e., exploitation)
may result in a wrong decision after the completion of learning. The agent should be exposed to as
many states as possible to learn how to deal optimally with all of them. Thus, the algorithm also
needs to explore all possible (st, at) options, including those that do not maximize the Q-value
(i.e., exploration). The exploration strategy involves performing random actions to experience
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environmental changes to preclude from focusing on immediate rewards, whereas the exploitation
strategy makes use of only what the agent knows already. We adopt the ε-greedy method to establish
the exploration and exploitation balance. It means that the agent exploits the action that minimizes the
immediate reward (1− ε) and explores random actions with a probability ε. Therefore, the probability
of selecting action at in state st under policy π, denoted as Pπ(st, at), can be represented as

∀at ∈ A, Pπ(st, at) =


1− ε +

ε

|A| , if at = A∗,

ε

|A| , if at 6= A∗.
(14)

To maximize the overall reward of the agent, the algorithm constantly learns the characteristics
of the system by exploring it and taking decisions many times. The action to be taken in the current
state depends on the Q-value Q(st, at). The learning process continuously updates Q-values until the
system can take the best action for all states. The agent updates the action-value function according to
the following rule:

Q(st, at)← (1− α)Q(st, at) + α

{
v(st, at) + γ max

a∈A
Q(st+1, a)

}
, (15)

where 0 ≤ α ≤ 1 denotes the learning rate that determines how fast the learning happens, whereas the
discount factor 0 ≤ γ ≤ 1 weighs the importance of future rewards in making the current decision.
When α is small, it will take a long time for the algorithm to converge, whereas, with a large α, the
algorithm might not converge. Setting γ to a small value results in the Q-value being optimized by
immediate rewards, whereas, with large γ values, the algorithm heavily depends on future rewards.
An appropriate selection of α and γ can allow achieving effective control of the Q-learning process.

The pseudo-code of the proposed resource adjustment algorithm is shown in Algorithm 1.
The algorithm maintains the Q-values that are being iteratively updated when new events happen.
First, the parameters for Q-learning are initialized. In particular, the Q-values are initialized to zeros
(Lines 1–2). At each time slot t, the agent monitors the states (i.e., the flow ratio of the slice, total
resource demand, current market price ratio and time zone index) (Line 4). The possible action set
Ā considering the current resource state is determined for each trading interval (Line 6). An action
at with the highest Q-value or a random action with a probability of ε following the ε-greedy policy
can be taken from Ā (Line 7). Based on the selected action, the environment changes the state and
provides the agent with a reward (Line 8). The algorithm calculates the Q-value using the learning rate
α (Line 9).

Algorithm 1 Resource adjustment algorithm using Q-learning.

1: Initialize Q(s, a) = 0, ∀s ∈ S and ∀a ∈ A.
2: Initialize learning parameters α, γ and ε

3: for each time slot t do
4: Monitor states st = [ϕ, Dn,t, ρ, t̂]
5: for each trading interval h do
6: Determine a possible action set Ā by (10)
7: Select action at from Ā using policy π derived from ε-greedy by (13)
8: Take action at and observe v(st, at) and st+1
9: Update Q(st, at) by (15)

10: end for
11: t← t + 1 and st ← st+1
12: end for
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6. Performance Evaluation

This section describes the MATLAB simulation results to evaluate the performance and
effectiveness of the proposed Q-learning-based resource adjustment algorithm.

6.1. Setup of the Simulation Environment

We implemented a network slicing simulation environment to simulate behaviors of a slice tenant
and evaluate its profit and QoS. The tenant can trade resources according to the strategies defined in
the simulation. Once the slice is created, the initial resource Rini is allocated to the slice, and the slice
has to keep the minimum resource (mint Rn,t = Rini). We considered a scenario with 200 flows, where
the ratio ϕ between inelastic and elastic flows is randomly chosen to be between 0 and 1. We set the
number of time zones τ to 10 and the lifetime of the slice to 100 time slots. Unless otherwise stated, the
unit buying price and unit selling price of the bandwidth were set to $40 and $200, respectively, and
the QoS weight ω was set to 1.6. We assumed that requests for flow creation are issued following a
Poisson process of rate λ, and every flow has a random lifetime that follows an exponential random
variable of rate µ. The initial resource Rini is first bundled into slices and then allocated to slices.

6.2. Q-learning Algorithm Convergence

To demonstrate the effectiveness of our Q-learning algorithm, we observed the average reward
of Q-learning with respect to trading episodes. The Q-values are stored in the Q-table and updated
during the training process of the algorithm. The Q-table is initialized with zeros. We considered that
the Q-learning algorithm is implemented by the tenant with α = 0.1 and γ = 0.9. To speed up the
convergence rate, α can be set closer to 1; however, a higher value of α would lead to local optimization.
We also employed the ε-greedy strategy to make sure that all state–action pairs are explored enough
before converging to a particular action. Since the value of exploration was high at the beginning, we
defined ε as a linear function of the episode. In other words, we set the initial value of ε to 1, and ε

approached 0 as the episode number increased. This was only done for the first 50% of the episodes,
whereas ε was 0 for the rest of the episodes. This was to ensure that every action was performed a
sufficient number of times before converging to a particular action.

Figure 3 illustrates the convergence speed of the Q-learning algorithm with the average reward
and standard deviation (red region) obtained per episode during the learning process. We assumed
that the system had reached convergence when the mean of all Q-values did not change over time.
It was observed that Q-values started from a low initial reward level but quickly converged to a
competitive trading strategy with a satisfying reward performance within hundreds of episodes. This
result shows that Q-values are successfully learned after a certain number of episodes and can achieve
better resource trading than that without any prior training.
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Figure 3. The average reward over episodes using Q-learning with the parameters, α = 0.1, γ = 0.9.



Appl. Sci. 2019, 9, 2361 12 of 17

6.3. Competitiveness

To verify the competitiveness of our algorithm, we next evaluated the performance of our
algorithm by comparing it with the following strategies:

• Fixed-resource strategy allocates enough resources in an exclusive and excessive manner. This
strategy is the most straightforward algorithm.

• Half-of-demand strategy allocates resources equal to a half of the entire resource demand of the
previous episode.

• Previous-slot-demand strategy dynamically allocates resources corresponding to the resource
demand of the previous time slot.

Among these strategies, fixed resource and half of demand are static resource allocation algorithms,
whereas previous demand and our Q-learning-based algorithm are dynamic trading strategies. Figure 4
shows the purchase and sale amounts obtained by each of the strategies. The same simulation
parameters were used in all four simulations as mentioned above, where the flow ratio was chosen
randomly. In the static resource allocations, available resources are distributed among tenants based
on a predefined algorithm regardless of current states of slices. Note that we set the fixed purchase
amount of fixed-resource method so that the QoS satisfaction rate is less than 0.01 (i.e., Rbuy

n,t = 800). As
expected, the fixed-resource method, which is the basic strategy of a legacy network, does not violate
the QoS but results in a very low resource utilization. Although the half-of-demand strategy tries to
overcome the low resource utilization problem of the fixed-resource strategy, the QoS can be violated to
a greater extent when increasing the proportion of inelastic flows in the slice. In the dynamic resource
adjustment algorithms, the slices’ states are used to effectively allocate existing resources. The two
dynamic strategies adopted a trading interval of 5. We can observe in Figure 4a that our algorithm
performed very close to the optimal policy (i.e., the sale amount equals the purchase amount at every
time slot). In particular, unlike the previous-slot-demand strategy, our algorithm pre-purchases resources
to avoid the QoS violation when resources are abruptly needed.
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6.4. Impact of the Trading Interval on the Algorithm Performance

Generally, setting a short trading interval results in an increase of the computational cost. The
short trading interval may affect controller overhead in the case when tenants request a very dynamic
resource demand. Because the computational resource is unlimited, the trading interval should be
long enough. Otherwise, the result of the resource trading may fluctuate severely, making a negative
impact on the resource allocation performance. For these reasons, we conducted a simulation to assess
how the profit and QoS change for different values of the trading interval h.

Figure 5 illustrates the comparison of the tenant profit achieved by the five algorithms. The
static algorithms, i.e., half-of-demand and fixed-resource, are not affected by the changes in the trading
interval. The tenant has to pay for the resources that end-users do not actually use since the requested
resources are statically provisioned. Therefore, there is no way to make an extra income from the
unused resources resulting in a generally low profit. The dynamic strategies do not need to exclusively
reserve resources every time, and they can trade the unused or additional resources at the next trading
interval. As the trading interval increased, the previous-slot-demand algorithm demonstrated a slightly
decreasing profit because it did not consider future information, whereas the proposed algorithm was
scarcely affected by the changes in the trading interval and earned the highest profit compared to the
other algorithms.
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Figure 5. Profit with respect to the trading interval.

Figure 6 demonstrates that the proposed algorithm kept a very high QoS satisfaction rate because
it allowed purchasing the required bandwidth in advance. This is the result of taking optimal actions
according to the states for every t on the basis of the state–action pairs, i.e., the Q-values. On the
other hand, the QoS satisfaction rate achieved by previous-slot-demand strategy decreased with the
increasing trading interval. Similar to the previously stated result for this strategy, this indicates that
the algorithm only focuses on the demand at the previous trading interval without considering the
upcoming demand. The obtained results show that our algorithm works well even with a large trading
interval to avoid the control overhead due to dynamic resource trading.
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6.5. QoS Violation WITH Flow Ratio Change

To study the impact of the flow ratio on the algorithm performance, we plotted the QoS satisfaction
rate of each algorithm according to the flow ratio ϕ in Equation (5). Note that we set the trading
interval to 5 unless otherwise noted. Since inelastic flows usually require strict bandwidth, if the
proportion of inelastic flows become large, the number of QoS violations may increase.

Indeed, the result illustrated in Figure 7 demonstrates that the QoS satisfaction rate of all
algorithms decreased as ϕ increased in general. In particular, even though the previous-slot-demand
strategy is a dynamic adjustment algorithm, it depends upon the preceding information before trading
interval h. Since this algorithm did not prepare for sudden network traffic increase, QoS satisfaction
rate decreased as the proportion of inelastic flows that require instantaneous bandwidth increased.
Our algorithm guaranteed the QoS regardless of the inelastic flow ratio except in the case of the
overwhelming number of inelastic traffic (of course pretty good performance). The result shows
that our algorithm could adaptively determine how much amount of resource a tenant purchases in
advance according to the inelastic flow ratio.
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Figure 7. QoS satisfaction rate with respect to the flow ratio.

6.6. QoS Weight

We investigated the effect of penalty setting on the safety pursuit of the resource trading in
Q-learning. In Equation (11), the penalty is a function of the QoS weight ω. The tenant putting a high
value on the QoS satisfaction rate of end-users may set the QoS weight large for the Q-learning process.
In this case, the tenant purchases more resources than it needs because it tends to pursue safety against
QoS violations.
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Figure 8 shows the total amount of the resource that the tenant trades during the lifetime of
the slice. When a high QoS weight was applied, the tenant unnecessarily purchased more resources.
This implies that a higher QoS weight can decrease the number of QoS violations but also lead to a
lower profit.
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Figure 8. Trading resource amount with respect to the QoS weight

6.7. Adaptive Resource Trading Based on the Market Price.

Finally, we investigated the effects of the pricing adjusted by the provider on the resource trading.
We assumed that the buying price pbuy is relative to the total allocated resource amount of all slices
in Equation (1). This is a consideration of the following two concerns in our business model. One
concern is in terms of tenants: what should be done if sudden physical resource shortages arise due to
increased traffic and increased resource requirements. It is reasonable to allow tenants to determine
their resource amounts before a resource shortage occurs. The other concern is in terms of a provider,
who pursues its profits as an independent business entity. As can be noticed in Figure 9, only the
proposed algorithm adjusted the purchase amount of the resource according to the buying price
change. The change of the buying price may be caused by an increase in the total traffic volume of all
slices. Since we set the selling price to $200, purchasing resources at a buying price larger than $200
would lead to a serious profit loss. Considering this fact, we can observe that our algorithm minimized
the damage by reducing the amount of purchased resource when the unit buying price exceeded $200.
This result also indicates that the provider is able to manage and balance the allocation of limited
resources through the price adjustments.
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Figure 9. Purchase amount with respect to unit buying price.



Appl. Sci. 2019, 9, 2361 16 of 17

7. Conclusions

In this study, we considered the dynamic resource trading in network slicing to maximize the
profit of tenants while ensuring the QoS requirements of end-users. We demonstrated that our
proposed Q-learning-based algorithm can dynamically trade resources with the provider considering
both short and long trading intervals based on several states of the tenant. The obtained numerical
simulation results demonstrate that the proposed algorithm can significantly increase the profit of the
tenant compared to the existing fixed resource allocation methods.
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