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Abstract: The need to detect malware before it harms computers, mobile phones and other electronic
devices has caught the attention of researchers and the anti-malware industry for many years.
To protect users from malware attacks, anti-virus software products are downloaded on the computer.
The anti-virus mainly uses signature-based techniques to detect malware. However, this technique
fails to detect malware that uses packing, encryption or obfuscation techniques. It also fails to detect
unseen (new) ones. This paper proposes an integrated malware detection approach that applies
memory forensics to extract malicious artifacts from memory and combines them to features extracted
during the execution of malware in a dynamic analysis. Pre-modeling techniques were also applied
for feature engineering before training and testing the data set on the machine learning models.
The experimental results show a significant improvement in both detection accuracy rate and false
positive rate, 98.5% and 1.7% respectively, by applying the support vector machine. The results verify
that our integrated analysis approach outperforms other analysis methods. In addition, the proposed
approach overcomes the limitation of single path file execution in dynamic analysis by adding more
relevant memory artifacts that can reveal the real intention of malicious files.

Keywords: malware; dynamic analysis; artifacts; memory analysis; feature engineering;
machine learning

1. Introduction

The threat of malware attacks on computers, mobile phones and other devices is increasing one
day after another. According to the latest report from AVTEST Security Institute, the number of
malware captured in the first quarter of 2019 exceeded 889 million with 4.48 million new malware [1].
It is impossible to handle this large number of malware files manually. Therefore, anti-virus software
products mainly adopted signature-based techniques to detect malware. In signature-based techniques,
a unique sequence of bytes is extracted from the captured malware and used to detect similar malicious
files. The detection process is fast with low false positive rates (FPR) [2]. However, attackers can easily
modify malware signatures to avoid being detected by anti-virus software. In addition, the common
malware use obfuscation techniques such as code manipulation, instruction substitution, register
reassignment, and the dead code insertion to escape the detection process. Therefore, this approach
is incapable of detecting unknown and new malware that have not been seen before, and it is easily
deceived by malware that uses obfuscation, packing or encryption techniques [3].

In order to overcome the limitations of signature-based techniques, researchers have been
concerned with studying and analyzing the different characteristics of malware such as behaviors,
selected targets and evolution over time [4]. The techniques used for malware analysis can be
categorized according to the way malware analysis is performed. Static analysis involves studying
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malicious files without executing them. However, in order to start a static analysis, a portable executable
(PE) file must be first decompressed and then unpacked. In general, static analysis is inexpensive
and is able to provide a view of all possible malware execution paths. However, it is common for
current malware to use encryption and binary packers to avoid the detection and analysis process [5].
Dynamic analysis, also called behavior analysis, is another type of analysis where infected files are run
in a controlled environment in order to be monitored and analyzed. Unlike static analysis, dynamic
analysis does not need to disassemble or unpack a malicious file to examine it. Thus, dynamic analysis
is more effective as malware that uses obfuscated and packed techniques cannot evade detection since
obfuscation and packing do not change the behavior of the malware. However, dynamic analysis
consumes considerable resources and requires intensive time [5]. It is possible for smart malware
to change their behaviors or terminate themselves if they discover the existence of a controlled
environment. [6]. Moreover, dynamic analysis can only provide one way of file execution, which is
limiting its ability to study the general behaviors of a malicious file.

Memory analysis, on the other hand, is a promising technique that has become more and more
popular in recent years, and has been proven to be efficient and accurate in studying malware behaviors.
Analyzing memory is an excellent way to discover malicious activities in the system because volatile
memory preserves its contents until it is powered off. Further, valuable live information which resides
in the memory may include active processes, DLLs, registry keys, services, sockets and ports, and active
network connections. Furthermore, malware hooks and malicious codes outrange the normal function
scope which can be detected by performing a memory analysis. Additionally, information such as the
operating system, running processes, and general state of the computer can be extracted as well [7].
Therefore, memory analysis provides a comprehensive analysis about the environment and the general
view of malware. Memory analysis passes through two stages: Memory acquisition and memory
analysis. In the first stage, target machine memory is dumped in order to get a full memory image. In
the second stage, the memory image is analyzed searching for malicious activities using a memory
forensic tool, like Volatility tool. This study proposes an integrated approach that can detect malware
by combining malicious artifacts found in the memory and using memory forensics techniques, with
features extracted while executing malware files using a dynamic analysis. The purpose of this
research is to increase the accuracy of malware detection and reduce the false alarmed files. This study
explained that adding more relevant features available in the memory to features extracted from the
dynamic analysis increases the detection accuracy of our proposed approach. In addition, the approach
overcomes the limitation of one path of file execution in dynamic analysis by looking for extra features
that reside in the memory and do not appear in the dynamic analysis report. These features might
reveal an unseen part of malware and, therefore, improve the overall performance of the proposed
malware detection approach. Our work and experiments have focused on Windows operating system
as it is the most targeted operating system by malware campaigns. The rest of the paper is organized
as follows: The next section introduces the related work. In Section 3, an overview of the proposed
approach is explained in detail. The experimental results and discussions are presented in Section 4.
Finally, the conclusion and future works are described.

2. Related Work

Researchers have used different techniques to analyze and detect malware. Several researchers used
static analysis to detect malware. Hashemi and Hamzeh [8] used machine learning to detect malware
after extracting the unique opcode feature from executable files using static analysis. Salehi et al. [6]
extracted the application programming interface (API) calls from each file and selected the most
frequent APIs to learn the classifier. Similarly, Cheng et al. [9] used the WinDbg tool to extract native
APIs and applied SVM to classify malware in the shellcode. Sun et al. [10] proposed a method that uses
static analysis to extract opcode sequences from 32-bit and 64-bit malicious portable executable (PE)
Windows files. The frequency for each opcode sequence is then calculated and used to distinguish the
different types of malicious PE files. The experiment evaluated on more than 20,000 samples collected
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from the vx-heaven data set and Kaggle Microsoft Malware Classification Challenge (BIG 2015) data
set. The results showed that the highest accuracy equaled to 98.57% by applying the Adaboost classifier.
Further, Kolosnjaji et al. [11] investigated the vulnerability of malware detection methods that use
deep networks to learn from row bytes and proposed a gradient-based attack which was able to evade
detection by modifying a few bytes at the end of each malware file.

On the other hand, many authors used dynamic analysis in malware detection and classification.
In [12], Egele et al. surveyed the dynamic analysis and feature extraction techniques along with the
available tools that have been used in dynamic analysis. Mohaisen et al. [13] extracted a registry file
system and network features and classified Zeus malware. Following this, Mohaisen et al. [14]
introduced an automated and behavior-based malware analysis and labeling system (AMAL).
The features, such as the file system, registry and network activity were used to study malware
files. In [15], Liang et al. introduced a classification technique that calculates the similarity between
malware variants based on the API dependency chain. Likewise, Galal et al. [16] captured information
about API calls and its parameters by applying the API hook. The API calls that have mutual purposes
were put into sequences. Similarly, Fan et al. [17] applied API hooking to trace hidden API calls
and native APIs. Ki et al. [18] also extracted user level API call sequences, using the Detours tool,
and applied a multiple sequence alignment algorithm (MSA) to match similar sequences. In [19],
Ding et al. introduced a malware detection method that represents malware behaviors based on API as
dependency graphs. To find the relationship between system calls, a dynamic taint analysis technique
was used. The system call dependency graph was built according to the propagation of the taint
data. They also proposed an algorithm that extracts behavioral features of a malware family. Finally,
a malicious code was detected using a maximum weight subgraph. The results of the experiment show
that the behavior graph API-based can represent a malware family with accuracy equal to 95.2%.

Some researchers chose to extract hybrid features from static and dynamic analyses in representing
their malware detection approaches. Shijo and Salim [20] extracted printable strings information
(PSI) features by performing a static analysis and API calls from a dynamic analysis. Likewise, Islam
et al. [21] applied static analysis to extract the function length frequency (FLF) and printable string
information (PSI) features, and used dynamic analysis to extract API calls and API parameters. In [22],
Santos et al. presented a tool that is able to capture malware files (OPEM). Santos applied static
analysis to extract opcode frequency and system calls, and dynamic analysis for operations and
raised exceptions.

Several types of research concerning memory analysis have been proposed. In [23], Teller and
Hayon introduced a memory dump approach that triggered based on the three events: Performance,
API and instrumentation based. The approach dumps the memory based on the events rather than
dumping the memory at the end of the execution process. Vömel and Freiling [24] surveyed the main
memory acquisition and analysis techniques. Rathnayaka and Jamdagni [25] tested 200 malicious
files using static analysis and memory forensics. They observed that successful malware infection
leaves a footprint in the memory. Zaki and Humphrey [26] examined the artifacts left by rootkits in the
memory kernel-level such as the drivers, modules, SSDT hooks, IDT hooks and callback functions.
The experiment noticed that activities like modified drivers, callback functions and attached devices, are
the major activities related to malware in the kernel-level. In [27], Aghaeikheirabady et al. introduced
an analysis method for extracting features like DLLs, function calls and the registry from the memory.
The method aimed to increase the information accuracy by comparing it with the information available
in other memory structures. The features were then classified based on their frequency in the training
data set, and the detection rate of 98% was achieved through Naïve Bayes. A significant drawback
of this method is the high false positive rate. In the Aghaeikheirabady et al study, it exceeded 16%.
Similarly, Mosli et al. [4] introduced an approach to detect malware based on three features extracted
from the memory images, registry activities, API function calls, and imported libraries. The authors
tested each feature individually, and the maximum accuracy equaled to 96% which was reached by
applying SVM on the data from the registry activities. Afterward, in the next research, Mosli et al. [28]
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introduced an approach that uses process handles to detect malicious files with accuracy slightly
higher than 91.4%. The experiment observed that the main types of handles for the malicious files
used were section handles, process handles and mutants. Likewise, Dai et al. [29] introduced a method
for malware classification based on a memory dump. A file is extracted from the memory dump
and then converted into an image with a gray scale. After that, the image is transformed into a fixed
size. The API call features were extracted from the images and used to classify malware. The highest
accuracy equaled to 93.9% which was achieved by applying the random forest. Despite the favorable
results achieved by the above techniques, no other works attempt to integrate dynamic analysis with
memory analysis to get the advantages of both analyses and overcome their limitations.

3. Methodology and Framework

In this section, the architecture of the proposed approach is discussed in detail. The data set
consists of malware files that were collected from two sources in addition to a set of benign files.
An analysis environment is then setup, which consists of all the necessary components to provide a
suitable atmosphere to execute the samples and generate the required analysis reports. The feature
extraction is then performed, and pre-modeling is applied. Finally, the data set is used to train and test
the classification accuracy of several machine learning models. The overall framework is illustrated in
Figure 1 and discussed in detail in the following subsections.
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Figure 1. Framework of the proposed approach.

3.1. Data Set

The data set consists of 1200 portable executable (PE) malware and 400 benign samples.
The malicious files were collected from two sources. The first source is the VirusTotal repository [30],
where 900 malicious files were downloaded, which were captured between 2017 and 2019. The
additional 300 malware samples captured between 2015 and 2017 were downloaded from Das
Malwerk [31]. The malware data set contained an equal quantity of the following malware families:
Adware, Ransomware, Keylogger, Downloader and Backdoor. The purpose of collecting malware
from two sources in two different periods is to have a comprehensive and reliable data set as malware
are changing their tactics and behaviors [21]. On the other hand, benign files were collected from
Windows 7 operating system (Win 7 32-bit) files.

3.2. Environment Setup

The analysis environment involved a machine running Ubuntu as a host operating system and
Windows 7 as a guest system, running on one giga byte of RAM. The host system carried out the
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responsibility of running other necessary programs, such as the Cuckoo Sandbox, VirtualBox and
Volatility tool. The Cuckoo Sandbox was first configured and then used for two purposes: Analyzing
the behavior of the tested file and getting the memory image by dumping the memory at the end of
each file execution.

3.3. Execution Process

The execution process consisted of two stages. (1) Dynamic analysis. The Cuckoo Sandbox
was used to monitor the behavior of each file while it was running on the guest system, and then
produced a behavior report with the Java server object notation (JSON) format after the process was
completed. (2) Memory Analysis. At this stage, the Volatility tool was used to analyze each memory
image and produce a memory analysis report with the JSON format. At the end of the execution
process, two reports were generated: Behavior and memory reports for each tested sample. Thus, the
total number of generated reports was 3200 for entire data set.

3.4. Feature Extraction

The API call feature was then extracted from the behavior and memory reports. The behavior
report produced by the Cuckoo Sandbox contained the executed API calls in addition to other
information (log file). Therefore, the API calls were directly extracted from each behavior report.
However, in the memory, the API function calls existed in the import address table (IAT). Therefore,
the Impscan command from the Volatility tool was applied to extract the API function calls from the
memory image. The Impscan command scans the memory image looking for API calls in the IAT
table plus other related information [32] (see Figure 2). While the number of features extracted from
memory images was 4705, the number of features from dynamic analysis was 4280 features.
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3.5. Pre-Modeling

In this stage, feature engineering techniques were applied to improve the quality of the API
features. The features extracted from both the memory and dynamic analyses were joined together.
The total number of features was 8985 features. The duplicate features were then removed from the
list. Thus, the total number of distinct features from both analyses was 6270 features. With simple
calculations; the number of behavior features was 4280 and the total number of unduplicated features
from both analyses was 8985. Therefore, that means there were at least 2715 independent features
which have been found in the memory but not during the execution of malicious files in dynamic
analysis. The independent features are a good sign of successful detection and the classification
process. After that, the list was alphabetically reordered. The new list which contained the entire
distinct features was considered as a global list (or global vector). Similarly, the same procedure was
applied for each malware and benign file. However, the list for each file, which consisted of features
extracted from both the memory and behavior analyses, were considered as a local list (or local vector).
Thus, eventually, one global list and 1600 local lists were obtained. In the next step, each local list was
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converted to a binary vector where 1 represented the fact that the feature in a local list was presented
in the global list and 0 if it was not. Similar samples (instances) were removed in order to increase the
accuracy of the classification process. A sample of the global vector and binary local vector is shown in
Figure 3.
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Moreover, a python script was developed to extract API calls from both the behavior reports and
memory reports (feature extraction) and generate local vectors and global vector (pre-modeling). The
script performs four major steps and is outlined in Figure 4.
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The effectiveness of the integrated vector is examined in the classification process, which is
described in the next section.

4. Results and Discussion

4.1. Machine Learning Modeling

Several machine learning algorithms were applied on the integrated vector using the WEKA tool;
the support vector machine (SVM), the decision tree, Naïve Bayes (NB), K-nearest neighbor (KNN)
and the random forest. A 10-fold cross validation was applied to evaluate the classification models.
Thus, the data set samples were shuffled and split into 10 groups and the data used in training the
classifier was completely separated from the testing one. By using a 10-fold cross validation and by
removing all the duplicates in the data set, the performance of a given model was estimated in a better
way. Moreover, the following measures are used to evaluate the results:

• True Positive (TP): number of correctly classified malicious files.
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• True Negative (TN): number of correctly classified benign files.
• False Positive (FP): number of benign files wrongly classified as malicious files.
• False Negative (FN): number of malicious files wrongly classified as benign files.
• Detection Rate (DR): = TP

TP+FN .

• False Positive Rate (FPR): = FP
FP+TN .

• Accuracy: = TP+TN
TP+TN+FP+FN .

In order to examine the accuracy of the proposed approach, three experiments were performed.
In the first experiment, the API call features extracted from the memory analysis only were classified.
The global vector and local vectors for this experiment were also constructed from the API features
extracted from the memory analysis. The experiment result is shown in Table 1. This table shows that
the K-nearest neighbor (KNN) machine learning algorithm performed better with accuracy close to
95% and a false positive rate equal to 5.1%.

Table 1. The result of classifying memory features.

Classifier DR (%) FPR (%) Accuracy (%) Time (ms)

Naïve Bayes 94.4 5 94.6 3.7
SVM 93.8 6.4 93.9 11.4

Decision Tree 88.2 13.3 88.2 3.4
Random Forest 93.8 6.7 93.8 27.2

KNN 94.7 5.1 94.8 1.0

In the next experiment, the API call features extracted during the dynamic analysis were only
classified. Likewise, the global vector and local vectors were created from the API features obtained
in dynamic analysis. The result is shown in Table 2. The performance of SVM is the highest among
others with an accuracy rate of 97.4% and false positive rate of slightly less than 5%.

Table 2. The result of classifying dynamic features.

Classifier DR (%) FPR (%) Accuracy (%) Time (ms)

Naïve Bayes 80.8 8.2 88.6 9.2
SVM 97.4 4.9 97.4 22.8

Decision Tree 95.7 8.4 95.7 31.7
Random Forest 96.5 5.2 96.6 47.3

KNN 96.2 5.3 96.3 2.0

In the third experiment, the proposed integrated approach was examined. The combination of the
API call features from the memory and dynamic analyses was used to create the global vector and local
vectors, as discussed earlier in the feature extraction and pre-modeling subsections. The results (shown
in Table 3) display a significant improvement in the accuracy rate as well as an impressive decrease in
the false positive rate. The integrated approach applying the support vector machine (SVM) algorithm
outperformed both the memory analysis and dynamic analysis with an accuracy rate equal to 98.5%
and false positive rate as low as 1.7%. Figure 5 shows the evaluation rates for the malware and benign
files when applying the SVM algorithm.
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Table 3. The results of the classifying integrated features.

Classifier DR (%) FPR (%) Accuracy (%) Time (ms)

Naïve Bayes 87.4 6.3 90.7 12.3
SVM 98.4 1.7 98.5 15.1

Decision Tree 96 5.1 96.1 46.1
Random Forest 97.9 2 97.9 30.0

KNN 96.6 3.6 96.7 1.0
Appl. Sci. 2019, 9, x FOR PEER REVIEW 8 of 12 
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It is well known that smart malware change their behaviors or terminate themselves when they
are placed in a controlled environment. In addition, dynamic analysis can only demonstrate one
path of file execution. However, malware is loaded to the memory to be executed. Furthermore, it is
preliminary for a malware file to be unpacked and decrypted to be executed. Moreover, malware
artifacts remain in the memory for a while, even after the process is terminated [3]. Therefore, the
proposed approach, which combines features from both the dynamic and memory analyses better,
presents malware behaviors and intentions that are reflected in higher accuracy detection and lower
false positive rates.

The proposed approach outperforms the other two analyses in terms of accuracy and false
positive rates. The highest accuracy rate achieved by the proposed approach was equal to 98.5%
compared to 97.4% and 94.8% reached by the dynamic analysis and memory analysis respectively.
Moreover, the integrated approach impressively decreases false positive rates, which come as low as
1.7% compared to 4.9% for the dynamic analysis and 5.1% for the memory analysis. A comparison
between the evaluation rates from the memory, dynamic and integrated analyses is illustrated in
Figure 6.

The classification time was also measured for each algorithm in the three experiments.
The classification time for the integrated approach applying SVM was 15.1 milliseconds. The time
reduced after eliminating all the duplicates from the original data set.

Our experiment was compared with other memory-based related works. The optimal result of
the accuracy and false positive rates for the proposed method was compared to the results of the
related experiments, which used Windows as the operating system and the memory analysis as the
detection method (see Table 4). From the table, it can be seen that the proposed method has a higher
detection rate and a lower false positive rate, and from the comparison of the experimental results,
the proposed method outperforms other related works. Although the proposed method has a slightly
higher detection accuracy than Aghaeikheirabady [27], there is a significant decrease in the false
positive rate between the two methods from 16% to only 1.7%.
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Table 4. Comparing experimental results with other memory related work.

Author Year Extracted
Feature (s)

Malware
(M)/Benign (B) Accuracy False Positive

Mosli [4] 2016 Registry, DLLs,
API calls.

M = 400
B = 100 96% 5%

Mosli [28] 2017 Number of
handles.

M = 3130
B = 1157 91.4% -

Dai [29] 2018 API calls. M = 1984 95.2% -
Aghaeikheirabady

[27] 2014 DLL, API calls,
Registry. - 98% 16%

Proposed method 2019 API calls. M = 1200
B = 400 98.5% 1.7%

Memory analysis is an effective way to investigate malware goals and activities in memory.
However, malware authors try to escape memory analysis by using anti-memory forensics, such as
hiding the infected memory regions or preventing analysts from extracting memory information [12].
Additionally, malware try to hide any evidence that uncover its malicious activities seeking to
be untraceable and invisible as possible. Therefore, combining behavior analysis and memory
analysis overwhelms the memory analysis limitations and better detects malware activities. Further,
the combination helps in adding extra related features and, therefore, increases the detection accuracy
and lowers the wrongly classified files in the proposed approach.

4.2. Features in Memory and Dynamic Analysis

In order to expand our study of malware behaviors in memory, the API features extracted from
the memory analysis with features extracted from the dynamic analysis for each file were compared.
There are features found in the memory analysis that have not been seen in the dynamic analysis report.
This means that the malware did not execute those APIs. It is known that dynamic analysis is limited
to a single view of path execution and, therefore, unexecuted API calls do not appear in the behavior
report. However, unexecuted APIs could reveal another side of malware behavior [3]. Table 5 shows
the 20 most prominent features that appear in the memory analysis but not in the dynamic analysis
with their frequencies and percentages. To exemplify, the RtlEncodePointer and RtlDecodePointer
features were found in 630 files in the memory analysis, in 52.5% of the total data set, but not seen
during monitoring the execution of that file (dynamic analysis). The TerminateProcess feature was not
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found 314 times through the execution of 1200 malicious samples. Therefore, the authors believe that
memory forensic analysis overwhelms the shortage of single path execution in dynamic analysis.

Table 5. The 20 most prominent features appearing in the memory analysis.

# Feature Freq % # Feature Freq %

1 RtlEncodePointer 630 52.5 11 UnhandledExceptionFilter 319 26.6
2 RtlDecodePointer 630 52.5 12 GetCurrentProcessId 317 26.4
3 RtlExitUserThread 573 47.8 13 GetDC 314 26.2
4 GetLastError 360 30 14 TerminateProcess 314 26.2
5 GetProcAddress 348 29 15 HeapAlloc 313 26.1
6 FreeLibrary 345 28.8 16 HeapFree 313 26.1
7 GetCurrentProcess 337 28.1 17 QueryPerformanceCounter 313 26.1
8 WideCharToMultiByte 337 28.1 18 EnterCriticalSection 312 26
9 MultiByteToWideChar 327 27.3 19 LeaveCriticalSection 312 26

10 GetCurrentThreadId 323 26.9 20 WriteFile 312 26

In addition to the features in Table 5, there are more than 2821 distinct features that have not been
seen in the behavior analysis reports. There are two assumptions for the unexecuted features—either
the malware did not execute these features yet, or it did not want to execute them. It is possible that the
malware did not perform some of its activities because of the time limit of dynamic analysis, which is
commonly 2–5 min. The second assumption is that the malware is trying to hide its activities or part of
it, which is also common for smart malware to act normally when they are placed under analysis in
order not to show any malicious actions. However, in both cases, the inspecting memory can reveal
unrecorded behaviors of the malware and can also help in extracting additional features. Therefore,
the memory analysis and behavior analysis were integrated in order to find malware hidden features
and improve the classification of the proposed approach.

5. Conclusions

This study developed an effective and reliable approach that can be implemented in classifying
malicious files at the end-user computer. The purpose of this research is to increase the detection
accuracy of malware and reduce false positive rates. Based on the experiments, it was proved that
adding more related features from the memory to features extracted from dynamic analysis enhances
the detection accuracy. In addition, the proposed approach overcomes the limitation of one path of
execution in dynamic analysis by looking for extra features in the memory that did not appear in
the dynamic analysis, which might reveal a hidden part of malware and, therefore, improves the
performance of the proposed detection approach. Our work and experiments have focused on Windows
operating system as it is the most targeted operating system by malware campaigns. The proposed
approach is comprehensive and consistent. It collects memory artifacts using memory forensics tools
in addition to features extracted during the execution of malicious files through dynamic analysis.
The malware data set consisted of malware downloaded from two sources and they were captured in
different periods of time. Moreover, the data set contained an equal quantity of malware that represent
Adware, Ransomware, Keylogger, Downloader and Backdoor families. After the completion of the
features engineering process, the features were used in training and testing the classifier. A 10-fold
cross validation was applied to evaluate the proposed approach by applying the following machine
learning algorithms: The support vector machine (SVM), the decision tree, Naïve Bayes, K-nearest
neighbor (KNN) and the random forest. The results show a significant improvement using SVM in the
detection accuracy rate and a noteworthy decrease in false positive rates of 98.5% and 1.7% respectively.

In this work, only API call features were extracted from the memory images and dynamic
analysis, and used in the classification process. Although API calls achieved a high classification result.
However, other features, like the registry and networking features, are to be considered for improving
the proposed approach in future work. The proposed approach can be improved by increasing the
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number of malware in the data set as well. Furthermore, more works are required to enhance the
abilities of the sandbox environments against malware anti-forensics and anti-virtualization techniques.
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