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Abstract: With the growth in demand for energy and the boom in energy internet (EI) technologies,
comes the multi-energy complementary system. In this paper, we first model the components of
the micro-energy-grid for a greenhouse, and then analyzed two types of protected agriculture load:
time-shifting load and non-time-shifting load. Next, multi-scenario technology is directed against
the uncertainty of photovoltaic (PV). Latin Hypercube Sampling (LHS) and the backward reduction
algorithm are the two main methods we use to generate the representative scenarios and their
probabilities, which are the basis for PV prediction in day-ahead scheduling. Third, besides the
time of day (TOD) tariff, we present a model using real-time pricing of consumers’ electricity load,
which is proposed to compare consumers’ demand response (DR). Finally, we establish a new
optimization model of micro-energy-grid for greenhouses. By calculating the dispatch of electricity,
heat, energy storage and time-shifting load under different conditions, the local consumption of PV
and the comprehensive operational cost of micro-energy-grid can be analyzed. The results show
that a storage device, time-shifting load and real-time pricing can bring more possibilities to the
micro-energy-grid. By optimizing the time schedule of time-shifting load, the cost of the greenhouse
is reduced.

Keywords: micro-energy-grid; time-shifting load; multi-scenario technology; demand response

1. Introduction

Energy is the basis of human survival and development, as well as the key element of industrial
production and residents’ life. How to reduce environmental pollution in the process of using energy
while ensuring the sustainable supply of energy is the common concern of today’s society [1-3].
Conventional energy systems are mutually independent and different energy sources cannot cooperate
to produce a comprehensive optimal scheme [4], thus energy efficiency is reduced. An integrated
energy system (IES) combines independent energy systems together. As an important carrier of energy
internet (EI), IES monitors and manages the production, transmission, storage and utilization of various
energy sources at the system level. IES can realize not only multi-energy complementary, but also
stepped utilization of energy. It meets the abundant demands of users for diverse energy forms, such as
electricity, heating, cooling and gas, as well as improves the utilization efficiency of renewable energy.

At present, research on IES mainly focuses on a series of problems about simulation modeling
and optimization scheduling. Geidl et al. [5] first conceived the basic architecture of the energy
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hub (EH). As an energy management center, EH is widely used in IES modeling. Based on the
fundamental concepts and modeling methods of EH, Wang et al. [6] summarized the optimization and
operation of EH planning. Gan et al. [7] established a multi-energy flow scheduling model including
combined cooling, heating and power (CCHP) as well as distributed wind power and PV. In addition,
they analyzed its impact on renewable energy consumption and overall cost. In [8], a general method
for CCHP optimal scheduling is proposed, Moreover, a multi-energy coordinated optimal scheduling
model including CCHP, wind power and photovoltaic output, ice storage air conditioning and battery
energy storage is established. The authors used the scenario reduction method to deal with the wind
power and PV uncertainty problem.

DR is able to timely feedback power supply and demand, which has great significance to improve
the operating efficiency of the power system and maintain its stable operation [9]. Nowadays,
the demand response of the electricity market is mainly divided into two types: price-based DR and
incentive-based DR. Cui et al. [10] established a scheduling model, which was based on solar-thermal
power station and price-based DR, to improve the capacity of wind power absorption through
coordinated scheduling on both sides of source and load. In [11], the authors established a scheduling
model for incentive-based DR, and performed reliability assessment and economic analysis on the test
system based on Monte Carlo simulation method. DR can be adjusted by controlling load demand,
which can make consumers’ electricity habits more reasonable. This process can maximize the system
efficiency by reducing unnecessary spinning reserve, installed capacity and peak-trough load difference,
also optimizing load curve through peak-cut and trough-fill. Compared with the traditional one,
the interconnections among different energy systems in IES improve the agility of consumers’ response.
For example, in the process of cogeneration, combined heating and power (CHP) on the user’s side,
the demand can be satisfied by adjusting power or heat output separately [12-14]. It is meaningful and
potential in the future to reconcile the DR and IES.

Northwest China has sufficient solar and wind energy [15,16], thus during 2013-2017, the PV
cumulative installed capacity kept increasing and exceeded 30,000 MW. To achieve the goal of poverty
alleviation in rural areas by 2020, China implements the strategy of supporting the poor in rural areas
of western China. Since renewable energy is uncertain, robust optimal scheduling algorithms [17,18]
are usually applied to cope with this issue. To accommodate more renewable energy sources, flexibility
from the power load is frequently adopted [19,20].

Now, the installed capacity of PV in northwest China is increasing rapidly. However, due to
the restriction of distribution grid, PV power generation does not have the ability to feed back the
distribution network, but only be absorbed locally. This is a great waste of PV resources. On the other
hand, intelligent agriculture and protected agriculture, as new modes of electricity use in agriculture,
are more diversified and gradually promoted in rural areas. The coordinated application of multi-energy
in IES has created favorable conditions for local PV absorption. Meanwhile, the protected agriculture
load is usually time-shifting and schedulable, which is an excellent consumer-side response resource.
Therefore, reasonable dispatching and planning of time-shifting load in agricultural production is also
a measure of DR with rural characteristics.

2. Model

2.1. Micro-Energy-Grid Model

In the greenhouse micro-energy-grid, electricity comes from CHP by burning biogas and PV
power generation devices set up on the roof of the greenhouse. Besides, it is connected with the power
distribution network: when the power is insufficient, it can purchase electricity directly from the upper
level. Thermal energy in the greenhouse micro-energy-grid also comes from CHP by burning methane
and air source heat pumps (ASHPs). Thus, the electricity and heat in the micro-energy-grid are coupled.
Batteries and phase change thermal storage (PCTS) as energy storage components can store surplus
electricity and heat, and affect time-shifting. The greenhouse also has biogas digester, which uses heat
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pump in the digester to consume electricity and promote microbial fermentation producing biogas.
The basic on-line diagram of the greenhouse micro grid is shown in Figure 1.
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Figure 1. The basic on-line diagram of greenhouse micro grid.

CHP, ASHPs and transformer are the main components of the agricultural greenhouse
micro-energy-grid. CHP includes microturbine, biogas digester and absorption heat pump (AHP).
All parts work together to realize conversion and the process can be seen in Table 1. Micro-energy-grid’s
energy is supplied from biogas, PV and upper level power grid. Under the condition that energy hub
(EH) meets the electricity and heat demands of the greenhouse, the surplus PV power generation can
be processed on the grid.

Table 1. Energy conversion of components in energy hub.

EH Equipment Input Energy Form Output Energy Form
Microturbine Gas Gas, Heat
AHP Heat Heat
ASHP Electricity Heat
Transformer Electricity Electricity

2.2. CHP Model

In the greenhouse, biogas not only can be used as primary energy for electricity and heat supply,
but also can produce carbon dioxide by burning. Carbon dioxide can fertilize plants, which is an
effective utilization of the biomass energy. CHP adopts the mode of electricity determined by heat,
which means the absorption heat pump is used to meet the heat demand first. If the demand cannot be
met, the ASHP is used to heat the system. CHP is composed of gas microturbine (MT), absorption heat
pump and biogas digester. The organic biomass used to produce biogas is relatively easy to obtain
because of the biogas digester in the greenhouse, thus we do not need to consider the consumption of
methane in CHP model.

The flue gas waste heat generated by MT can provide part of the heat load through waste heat
boiler and AHP. The thermal power Heyp(t) provided by CHP can be calculated by the following
equation [21]:

_ Pcpp(t)[1=ncpup(t) =il

Hepp(t) = —r) 1nAP 1)

where Pcyp(t) is the current output power, ncyp(t) is the power generation efficiency, 7; is the heat
dissipation coefficient of MT, and n4p is the recovery efficiency of absorption heat pump.
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2.3. ASHP Model

ASHP transports low quality heat from outdoors to indoors to achieve heating or cooling effects.
ASHP can be expressed by [21]:

Hanp(t) = ncop,anpPanp(t) ()

where Papp(t) and Happ(t) are the input electric power and output thermal power of ASHP, respectively;
and ncop,agp is the thermal energy efficiency coefficient.

2.4. Energy Storage Element Model

State of Charge (SOC) is the ratio of the current electricity content to the rated capacity of the
battery, which ranges from 0 to 1. The relationship between the two moments of charging and
discharging of batteries is as follows [8]:

SOC(t+1) = (1= n)SOC(t) + [ncPC(t) - Pi;_ﬂ = )
where SOC(t) is the SOC at moment ¢, 1, is self-discharging coefficient to characterize the capacity
of a battery maintaining electricity in a certain period of time, and 1, and 1, are the charging and
discharging efficiency, respectively. P.(t) and P,(t) are the charging and discharging power at moment
t, and positive or negative values indicate the direction of energy flow. When battery is charging,
they are positive in most cases. Cy is the rated capacity of the battery.

Phase change heat storage is a typical heat storage method utilizing the material change of state.
The state of heat (SOH) is the ratio of the residual heat in the thermal storage to the rated capacity.
The mathematical model of phase change heat storage device can be expressed as [8]

SO+ 1) = (1 1) SOH(D) + | nHe(1) - T2

1
C 4)
where SOH(t) is the SOH storage at moment £. 1, is the self-release rate to characterize the capacity of
phase change heat storage device maintaining heat in a certain period of time. 1, and 7, represent
the charging and discharging heat efficiency of phase change heat storage device, respectively. Hc(t)
and Hy(t) are the charging and discharging power of heat storage device at moment ¢. Positive values
indicate the phase change heat storage device is absorbing heat, vice versa. Cj, is the rated capacity of
the device.

2.5. PV Model

PV output varies with natural conditions, which is related to solar radiation intensity and
temperature. The set of equations for PV output power is simplified and approximated by the actual
situation, and can be calculated by the rated solar radiation intensity [22]:

S
ZPpy, S<8S,
P = SV 4 5
PV { Pryy S5, 5)

where Ppy , and S, are the rated PV output power and rated solar radiation intensity.

2.6. Electric Load Model

Load can be divided into two types: time-shifting load and non-time-shifting load based on
whether it can be shifted or not. Compared with non-time-shifting load, time-shifting load can adjust
power supply time according to the site arrangement at any time. The time-shifting characteristics of
agricultural greenhouse facilities from state grid science and technology project are shown in Table 2.
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Table 2. The time-shifting characteristics of agricultural greenhouse facilities.

Energy Consumption Index

Load Type Time-Shifting Characteristic (kW/km?)
LED plant growth lighting 6:00-20:00 continuous 7499.63
Plasma nitrogen fixation and 10:00-14:00 intermittent 2999.85
water treatment
Biogas pool heat pump 20:00-6:00 intermittent 4499.78
Far Infrared Heating 20:00-6:00 continuous 5999.70
Physical insecticide 0:00-24:00 intermittent 224.99
Water and fertilizer integration 8:00_10:00’ 1.5:00_18:00 7499.63
intermittent
Space electric field 0:00-24:00 intermittent 299.99
dehumidification
Curtain rolling motor Short time at morning and evening 2999.85
Lighting in shed 20:00-6:00 intermittent 224.99
Intelligent Agricultural 0:00-24:00 continuous 299.99
Monitoring System
Nutrient solution circulation 10:00-18:00 intermittent 299.99
system
Acoustic wave facilitation 6:00-19:00 intermittent 449.98
Ventilator 0:00-24:00 intermittent 2999.85

The power of time-shifting load is a constant, and input time of time-shifting load has the same
time scale of dispatching cycle. The input time is uncertain, but the total input time of a day is definite.
Time-shifting load should satisfy the following equations [23]:

J
P (t) = Y x(t,j)Pn(j) (6)
=1
24
N(j) = ) x(t)) @)
t=1

where x(t, j) represents at moment ¢ the time-shifting load j introducing 0-1 variable or not, Py/(j) is
the rated power of time-shifting load j, and N(j) is the total work time for the jth time-shifting load in
a scheduling cycle.

2.7. Heat Load Model

Agricultural greenhouse consists of PV panels, thermal insulation walls and sunshine panels.
The heat load of greenhouse heating is composed by three parts: heat transfer load, osmotic heat load
and ground heat load. Its heat power can be calculated as follows [24,25]:

Hp = Z KiA;(tin — tout) + 0.5kVn(ti, — tour) + pAG (tin — tout) 8)

where K; is the heat transfer coefficient of the top film and the back wall of the greenhouse; A; is the
surface area of the top film and the back wall of the greenhouse; t;, and f,,; are the temperature inside
and outside the greenhouse, respectively; k is the wind coefficient and generally is 1.0; V is the volume
of air in the greenhouse agricultural greenhouse; 7 is the air exchange coefficient per hour; u is the
ground heat transfer coefficient; and A¢ is the ground area of the greenhouse.

3. Uncertainty Analysis of Renewable Energy

To consider the uncertainty of PV output, we first used Latin Hypercube Sampling (LHS) to
generate uniform samples, and then used backward reduction to reduce the sample size in order to
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improve the calculation. Finally, we obtained different scenarios and corresponding probabilities to
reflect various situations in the uncertainty of PV output.

3.1. LHS
Here are the basic steps of LHS:
Divide probability distribution into N equal intervals.

2. Randomly select a number x; [26] in any equal interval [%, ﬁ], with i belonging to [1, N],

roi—1

where r is a random variable and r ~ U[0, 1].
3.  Use inverse probability distribution, and the sample value on corresponding interval is [26]:

i = F7'(x;) (10)

3.2. Backward Reduction

The procedure of backward reduction is as follows:

1. Define the initial probability for each scenario. If the number of scenarios needs to be reduced to
S, the initial probability of each scenario is [27]:

1
Pi=3g (11)

2. Calculate the distance d;; between any two scenarios i and j. In this situation, the distance is the
absolute value of two scenes’ solar radiation intensity difference.

3. Find mind;; (i # j) and define probability distance as D;;, which is a product of the minimum
distance and probability of scenario i:

Dij = min(dij) X pi (12)
4. Find the smallest D;; as D in all the scenarios:
D = min{D;[1 <i < S| (13)

5. Update scenario probability p; = p; + p;, and remove scenarios i from scenario set.
6. Update scenario number.
7. Return to step 2 until the scenario number equals S.

3.3. The Implementation

Here are the procedures of the uncertainty analysis of renewable energy.

Collect monthly solar radiation and latitude information.

Use HOMER to synthesize time series of solar radiation intensity for 8760 h in a year.
Calculate the Beta distribution for two parameters o and f.

Generate 1000 scenarios using LHS on Beta distribution.

Reduce scenarios to 10 representative scenarios using backward reduction.

AN

Obtain PV output value and corresponding probability at each time and each scenario.
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3.4. The PV Data

Gansu Province was taken as an example; the longitude and latitude of this area are 103°52" E and
34°26" N. All solar radiation data were from NASA’s Surface Solar Energy Data Set. The average solar
radiation intensity of this area is 4.505 kWh/m?/day. The monthly solar radiation intensity and mean
clearness index in Gansu are shown in Figure 2. If we know either solar radiation intensity or clearness
index, HOMER can predict the time series of solar radiation intensity for a whole year. Figure 3 shows
the result of HOMER, i.e., the time sequence of solar radiation intensity in a year.

Global Horizontal Radiation
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Figure 2. Monthly solar radiation intensity and clearness index in a year. The left vertical coordinate is
the daily average solar radiation intensity, and unit is kWh/m?/day. The right vertical coordinate is the
clearness index, between 0 and 1.
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Figure 3. The time sequence of solar radiation intensity in a whole year predicted by HOMER.
The ordinate is solar radiation intensity and unit is kWh/m?.

3.5. The Character of Renewable Energy

Based on Sections 3.3 and 3.4, the character of PV source was calculated, as shown in Tables 3 and 4.
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Table 3. PV output power (kW) at each scenario and each time.

Time Scenario1 Scenario2 Scenario3 Scenario4 Scenario5 Scenario6 Scenario7 Scenario8 Scenario 9 Scenario 10

1:00 0 0 0 0 0 0 0 0 0 0
2:00 0 0 0 0 0 0 0 0 0 0
3:00 0 0 0 0 0 0 0 0 0 0
4:00 0 0 0 0 0 0 0 0 0 0
5:00 0 0 0 0 0 0 0 0 0 0
6:00 1.73 0.85 0.51 0.24 0.36 0.13 0.08 0.04 0.02 0
7:00 24.75 33.74 19.84 8.15 2.34 551 12.30 3.71 0.87 0.03
8:00 109.83 74.90 42.85 54.20 9.89 2243 13.70 28.46 5.52 218
9:00 101.09 122.23 71.49 81.38 4.09 36.46 11.93 43.20 55.32 23.53
10:00 186.86 74.66 65.05 142.22 17.89 118.13 106.91 33.17 85.74 45.26
11:00 181.83 38.90 112.67 58.24 29.07 207.56 80.13 133.40 98.76 156.38
12:00 219.74 235.03 49.67 147.16 204.35 117.33 104.69 70.53 15.54 17291
13:00 164.25 100.89 148.89 130.05 11.52 85.39 181.31 203.98 47.35 236.45
14:00 21.79 126.38 53.83 234.12 212.13 144.61 199.65 69.94 93.51 160.53
15:00 213.01 10.26 196.21 230.28 126.00 179.48 107.04 80.16 38.88 156.10
16:00 218.30 182.37 18.80 101.473 140.80 61.97 165.76 35.50 122.81 77.89
17:00 159.93 5291 10.09 78.69 88.04 108.06 21.36 64.13 124.57 41.03
18:00 98.53 86.43 119.43 74.35 48.40 25.33 55.90 5.96 40.27 18.05
19:00 76.74 63.80 46.55 22.03 11.54 0.12 15.08 6.43 30.13 2.50
20:00 33.11 15.53 11.48 19.07 9.52 6.36 3.60 1.56 0.41 0
21:00 1.18 0.51 0.34 0.11 0.21 0.09 0.02 0.01 0.05 0
22:00 0 0 0 0 0 0 0 0 0 0
23:00 0 0 0 0 0 0 0 0 0 0
24:00 0 0 0 0 0 0 0 0 0 0

Table 4. Probability at each scenario and time.

Time Scenario1 Scenario2 Scenario3 Scenario4 Scenario5 Scenario6 Scenario7 Scenario8 Scenario9 Scenario 10
1:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
2:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
3:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
4:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
5:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
6:00 0.001 0.008 0.011 0.015 0.018 0.043 0.051 0.057 0.072 0.724
7:00 0.016 0.023 0.033 0.059 0.072 0.080 0.082 0.104 0.159 0.372
8:00 0.022 0.031 0.044 0.092 0.097 0.104 0.119 0.120 0.134 0.237
9:00 0.068 0.071 0.077 0.077 0.087 0.094 0.107 0.114 0.122 0.183
10:00 0.066 0.074 0.088 0.089 0.099 0.102 0.104 0.112 0.121 0.145
11:00 0.047 0.070 0.073 0.090 0.097 0.099 0.106 0.127 0.132 0.159
12:00 0.056 0.058 0.073 0.097 0.108 0.113 0.116 0.116 0.117 0.146
13:00 0.074 0.079 0.090 0.090 0.094 0.096 0.097 0.099 0.110 0.171
14:00 0.074 0.081 0.086 0.092 0.095 0.099 0.100 0.113 0.126 0.134
15:00 0.054 0.054 0.056 0.062 0.071 0.115 0.121 0.152 0.156 0.159
16:00 0.033 0.070 0.076 0.081 0.089 0.113 0.114 0.123 0.134 0.167
17:00 0.060 0.073 0.057 0.091 0.097 0.104 0.106 0.106 0.111 0.175
18:00 0.042 0.046 0.051 0.068 0.076 0.111 0.120 0.133 0.176 0.177
19:00 0.025 0.034 0.033 0.087 0.095 0.124 0.126 0.134 0.137 0.163
20:00 0.028 0.030 0.016 0.041 0.073 0.092 0.114 0.190 0.198 0.201
21:00 0.001 0.006 0.016 0.024 0.029 0.031 0.054 0.062 0.071 0.706
22:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
23:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
24:00 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100

4. DR Model Considering Real-Time Tariff

In China, TOD tariff is the main measure of Demand Side Management (DSM). It started in
the 1980s, and has now spread nationwide. Generally, it is divided into the three periods peak,
flat and low, which correspond to high, medium and low prices, respectively. Real-time tariff is one
of the vital indices of price type DR. Compared with incentive type DR, price type DR adjusts the
running time of time-shifting load, which is friendlier to consumers. This method restrains consumers’
increasing demand and gives consumers economic benefits back at the same time. Thus, power supply
corporations and consumers are willing to implement the policy.

4.1. Real-Time Tariff Model

The real-time tariff of moment i is [28]:

P;=——""XPy (14)
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where L; is the load of moment i and Py is the sales price without real-time price.

Using partial load to implementing real-time tariff requires setting a Customer Baseline Load
(CBL), which is delimited according to customer’s historical load. If customer’s load does not exceed
CBL, it follows the original tariff policy. The real-time tariff is only used on the exceeding CBL parts.

4.2. The Consumer Simulation

Users will adjust their consumption behavior all the time based on their real-time tariff,
which optimizes the load curve. DR combined behavior model based on real-time tariff includes two
cases, namely self-elasticity and cross-elasticity, which can be expressed as follows [29]:

24
D(i) = Do(i) + ¥ Ea(i, })-
i=1

=

Dy (j)[P(j) = Po(j) + E(j)]
Py (j)

(i=1,2,...,24) (15)

where P(j) is the price at moment j after implementing the real-time tariff. Dy(i) and Dy(j) are the
initial load at moments i and j. D(i) is the load after DR at moment i. E is the reward or punishment
part for users changing their electricity consumption behavior. E;(i, j) is the price elasticity of demand
coefficient (PED), which reflects the sensitivity of changes in commodity DR to price changes in the
market. When i = j PED is the price self-elasticity of demand coefficient. When i # j, PED is the
cross-price elasticity of demand (CPED). CPED represents the sensitivity of a change in the demand
for one commodity response to the price of another commodity, which can complement or replace
each other. The PED and CPED values refer to the operation experience of foreign power market. It is
considered that all the PED values of trough, flat and peak are —0.05, and the CPED values between
trough and flat, trough and peak, flat and peak are 0.01, 0.012 and 0.016, respectively. Considering the
actual electricity load in agriculture, we chose to only use PED rather than CPED because of its small
numerical value.

4.3. Case Data

The load of agricultural users’ electricity consumption data in Gansu Province is shown in Table 5.
Agricultural electricity time-of-use price, as shown in Table 6, is based on Gansu Grid Corporation
(http://www.gs.sgcc.com.cn/).

Table 5. Typical daily load of an agricultural user.

Time Load (kW) Time Load (kW) Time Load (kW) Time Load (kW)

1:00 45.5 7:00 55 13:00 73.5 19:00 77
2:00 42 8:00 97 14:00 94 20:00 92
3:00 43.5 9:00 125 15:00 75 21:00 75.5
4:00 45.5 10:00 55.5 16:00 126.5 22:00 42
5:00 73.5 11:00 56 17:00 75 23:00 43.5
6:00 95.5 12:00 96 18:00 55 24:00 44

Table 6. TOD tariff for agricultural electricity.

Time Period Price (Yuan/kWh)
High (8:00-11:00, 15:00-16:00, 19:00-22:00) 0.6414
Flat (12:00-14:00, 17:00-18:00) 0.4289
Low (23:00-7:00) 0.2165

4.4. Case Study

According to the load data for each period, the real-time price based on user’s load can be
calculated by Equation (14). The results are shown in Table 7.
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Table 7. The real-time price based on user’s load.

Time Price (Yuan/kWh) Time Price (Yuan/kWh) Time Price (Yuan/kWh) Time Price (Yuan/kWh)

1:00 0.1388 7:00 0.1678 13:00 0.4443 19:00 0.6960
2:00 0.1281 8:00 0.8768 14:00 0.5682 20:00 0.8316
3:00 0.1327 9:00 1.1230 15:00 0.6779 21:00 0.6825
4:00 0.1388 10:00 0.5017 16:00 1.1434 22:00 0.3796
5:00 0.2243 11:00 0.5062 17:00 0.4533 23:00 0.1327
6:00 0.2914 12:00 0.5803 18:00 0.3324 24:00 0.1342

Treating the previous day load of the agricultural user as the load level of the real-time tariff,
the user’s load response with the fully real-time tariff and the partial real-time tariff based on CBL are
shown in Table 8 and Figure 4 according to Equation (15). It is assumed that the CBL-based partial
real-time tariff will be executed at a 50% rate. L1 represents the user’s load response under the fully
real-time tariff mechanism, and L, represents the user’s load response under the partial real-time tariff
mechanism based on CBL.

Table 8. User’s load response with real-time price.

Time  L; (kW) L, (kW)  Time  L; (kW) Ly (kW) Time  L; (KW) L (kW)

1:00 62.3 53.9 9:00 89.3 107.2 17:00 72.3 73.7
2:00 61.1 51.6 10:00 65.7 60.6 18:00 65.5 60.3
3:00 61.6 52.6 11:00 65.9 60.9 19:00 73.0 75.0
4:00 62.3 53.9 12:00 79.5 87.7 20:00 78.1 85.1
5:00 71.8 72.7 13:00 71.8 727 21:00 72.5 74.0
6:00 79.8 87.4 14:00 78.8 86.4 22:00 61.1 51.6
7:00 65.5 60.3 15:00 72.3 73.7 23:00 61.6 52.6
8:00 79.8 88.4 16:00 89.8 108.2 24:00 61.8 529

—=— TOD tariff
—e— Fully real-time tariff
—— Partial real-time tariff based on CBL

130-
120‘-
110-
100-

90

Load/kW

80
70
60

50 1

40

0 2 4 6 8 10 12 14 16 18 20 22 24
Time/h

Figure 4. User’s load response with real-time price.

Fully real-time tariff and CBL-based partial real-time tariff can reduce peak-trough load difference.
The original peak-trough load difference is 84.5 kW, while the peak-trough load difference is 28.7 kW
with real-time tariff. Based on CBL partial real-time tariff, the peak-trough load difference is 56.6 kW.
The effect of load transfer under fully real-time tariff is more obvious.
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5. Optimal Dispatching of Micro-Energy-Grid

5.1. Objective Function

We use the minimum comprehensive cost Cexp of the agricultural greenhouse in micro-energy-grid
within 24 h as objective function. The comprehensive cost includes the purchase and sale cost Ce,
operation and maintenance cost Cy, environmental cost C,; and PV incomplete penalty cost Cr.
The objective function is [30,31]:

mMinCexp = MinCee + Cop + Cen + Cre (16)
24 10
Cee - tgl ;lp(t/s)[chuy(t)Pbuy(trS) + Csell(t)Psell(t/s>]
2y 10
Cop = X X CopiPi(t) + X p(t,5)CoppvPpy(t,s)
t=1i=1 s=1 17
2% m (17)
Cen = Y. X FiCenjPchp(t)
t=1j=1
24 10
Cre = 21 le(t/ S)Cre,PV[PPVmax(tr 5) - PPV(t/ S)]
t=1s=

where p(t,s) is the probability of scenario s at moment ¢; Cp, (t) and Cyy(t) are the purchase and sale
price at moment t respectively; Py, (t,5) and Pg(t,s) are the purchase and sell power from or to the
grid in scenario s at moment ¢, and the latter should be a negative value; Cy; is the operation cost
of type i equipment at moment ¢; P;(t) is the power of type i equipment at moment t; C,p py is the
operation cost of PV power generation equipment at moment t; and Ppy (¢, s) is the PV actual output
power of scenario s at moment . Pcpyp(t) is the generating power of the CHP set at moment ¢, F; is the
emission of the jth pollutant gas from CHP, C,,; is the sum of the environmental value and penalty of
the jth pollutant gas, Ppymax(t, s) is the maximum PV output of scenario s at moment ¢, and Cy, py is
penalty costs for incomplete PV absorption.

5.2. Constraint Equation

5.2.1. Thermoelectric Power Balance Constraints

Ppy (t,8) + Ppuy(t,s) + Psen(t,s) + Pcup(t) + Pa(t)
= Pntsl(t) + Ptsl(t) + PAHP(t) + Pc(t)

Hepp(t) + Happ(t) + Hy(t) = Hiaa(t) + He(t) (19)

(18)

P.(t) and P,(t) are the charging and discharging power at moment ¢, where a positive value means
the remaining energy stored in the battery from the grid or PV power generation, while a negative
value represents the energy released from the battery to the electric load. P, (t) and Py (t) are the
non-time-shifting load and time-shifting load at moment ¢, P4pp(t) is the electric power required by
ASHP at moment ¢, and Hcyp(t) is the heat-generating power of CHP at moment t. Huyp(t) is the
heating power of ASHP at moment t. H¢(t) and Hy(t) are the charging and discharging power at
moment ¢, where a positive value represents the phase change heat storage device absorbs heat, while a
negative value represents it releases heat. H,,4(t) is the heat load at moment ¢.

5.2.2. Energy Conversion Element Constraints

Energy conversion elements in agricultural greenhouse of micro-energy-grid include MT,
absorption heat pump, ASHP and PV power generation equipment, which should meet the inequality
constraints of Equations (20)—(24).

0 < Pcpp(t) < Pcapmax (20)
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0 < Papp(t) < PAHPmax (21)
0 < Hcpp(t) < HeHpmax (22)
0 < Hanp(t) < HAHPmax (23)
0 < Ppy(t,s) < Ppymax(t,s) (24)

where Pcrpmax and Heppmax are the maximum power of CHP generation and heat generation. P 4pypmax
and Happmax are the maximum power of ASHP consumption and heat generation. Equation (24)
denotes the range of actual PV output power. Ppymax(f,s) is the maximum PV output value of scenario
s at moment ¢.

5.2.3. Energy Storage Element Constraints

Energy storage elements include batteries and phase-change heat storage devices. SOC and SOH
satisfy Equations (3) and (4). Moreover, they should also satisfy:

SOCpin < SOC(t) < SOCpmax (25)
SOHmin < SOH(t) < SOHmax (26)
0 < Pc(t) < Ise(t) Pemax (27)

0 < Py(t) < [1-Le(t)]Pamax (28)
0 < He(t) < I, () Hemax (29)

0 < Hy(t) < [1-Ig,(#) Hamax (30)

where Equations (25) and (26) are constraints on the energy storage capacity of storage elements.
S50Cpin and SOCpax are the minimum and maximum energy storage capacity of the battery. SOHin
and SOHmax are the minimum and maximum heat storage capacity of the phase change heat storage
device. Equations (27)—(30) are constraints on charge and discharge heat power at moment f. Pemax
and P,y are the maximum allowable charge and discharge power of the battery, and Himay is the
maximum allowable charge or discharge power of the phase change heat storage device. I(t) and
Iy, (t) are two 0-1 variables, which limit batteries and phase change heat storage devices cannot charge
or discharge at the same time.

Moreover, in a scheduling cycle, Equations (31) and (32) should be satisfied to ensure that the
energy storage components are at the same state at the beginning and the end of the scheduling cycle.
The consistency in each scheduling cycle should also be ensured.

SOC(t) = SOC(t + 24) (31)
SOH(t) = SOH(t + 24) (32)

5.2.4. Power Exchange Constraints with Distribution Network

To ensure the stability of power system in distribution network, power exchange with distribution
network should satisfy the following constraints:

0< Pbuy(trs) < Isg(t)Pgridmax (33)

[1-Lsg (8)|Pgriamin < Peen(t,s) <0 (34)

where Py, (t,5) is the purchase power of scenario s at moment £, which is a positive value; Py (t, s)
is the sale power of scenario s at moment ¢, which is a negative value; Pgigmax and Pgrigmin are the
maximum and minimum value of power exchange with distribution, respectively network; and Isg(t)
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is a 0-1 variable and restricts the simultaneous occurrence of purchasing and selling electricity with 1
representing purchasing electricity from the grid and 0 representing selling.

5.3. Parameter Settings

Our target is the micro-energy-grid of an agriculture greenhouse in a region of Gansu Province,
China. The temperature inside and outside of a typical greenhouse is shown in Figure 5. The temperature
inside the greenhouse is controlled at a constant temperature 25 °C. The data of the temperature
outside the greenhouse were from National Meteorological Information Center of China. We put the
data into Equation (8), and obtained the heat load of the greenhouse at each moment in a scheduling
cycle. The heat transfer coefficients of the greenhouse film, wall and ground are 1.12, 0.62 and
0.24 W/(m? k), respectively; the corresponding measures of area are 720, 170 and 640 m?; the air volume
is 1360 m3; and the ventilation frequency is 1.2 times/h. Using 150 kWp PV cells, the PV output and
its probability of each scenario in a typical day are shown in Tables 3 and 4. Electric load is the sum
of time-shifting load and non-time-shifting load. We considered 13 types of electric load objects in
this study. Their time-shifting characteristics and the input time of non-time-shifting load at initial
state from state grid science and technology project are shown in Table 9. Combining the above results,
the PV output, thermal load, time-shifting load and non-time-shifting load in greenhouse are shown in
Figure 6.

30 7
—8— Temperature inside
—o— Temperature outside
25 - —s—s—s5 855555 55 5 5 5 8 8a
©
o 20
<
=
+
©
b
2
£ 15
5}
=
10
5 T T T T T T T T T T T T T
0 2 4 6 8 10 12 14 16 18 20 22 24

Time/h

Figure 5. The temperature inside and outside of a typical greenhouse.
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Table 9. Time-shifting characteristics and the input time of non-time-shifting load at initial state for 13

types of electric load.

Load Type Time-Shifting Characteristic Power Rating/kW Initial Input Time
LED plant growth lighting 6:00-20:00 continuous 5 6:00-20:00
Plasma nitrogen fixation and 10:00-14:00 intermittent 2 12:00, 14:00
water treatment
Biogas pool heat pump 20:00-6:00 intermittent 3 6:00, 21:00
Far Infrared Heating 20:00-6:00 continuous 4 20:00-6:00
Physical insecticide 0:00-24:00 intermittent 6 3:00, 5:00, 10:00, 13:00, 16:00
Water and fertilizer integration 8:00-10:00, 15:00-18:00 intermittent 5 9:00, 16:00
Space electric field 0:00-24:00 intermittent 03 7:00-9:00, 15:00-1:00
dehumidification
Curtain rolling motor Short time at morning and evening 2 8:00, 19:00
Lighting in shed 20:00-6:00 intermittent 0.15 1:00, 4:00, 6:00, 21:00, 23:00
Intelligent Agricultural 0:00-24:00 continuous 02 1:00-14:00
Monitoring System
Nutrient solution 10:00-18:00 intermittent 02 10:00-12:00
circulation system
. S . . 1:00, 4:00, 6:00, 8:00, 11:00,
Acoustic wave facilitation 6:00-19:00 intermittent 0.2 12:00, 14:00, 19:00, 21:00, 24:00
Ventilator 0:00-24:00 intermittent 2 8:00-9:00, 12:00-17:00
3 PV output [ Non—time-shifting load [C_] Time-shifting load —®— Thermal load
150 7 r
—0—_q—0—®
] M. - 300
_ N //
i~ _® o—0©
~ * / L
~ ‘/
3] | =
2 100 . i
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o \ 200 =
. o
; 1 o/‘ o
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[S) —
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o ~
< =
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Figure 6. The PV output and three loads in greenhouse.

The time-of-use tariff of agricultural electricity in Gansu power grid is shown in Table 10. The data
were from Gansu Development and Reform Commission [32].

Table 10. Time-of-use tariff of agricultural electricity in Gansu.

Time Period Purchasing Price (Yuan/kWh) Selling Price (Yuan/kWh)
High (8:00-11:00, 15:00-16:00,
19:00-22:00) 0.6414 0.4617
Flat (12:00-14:00, 17:00-18:00) 0.4289 0.3078
Low (23:00-7:00) 0.2165 0.1539

Emission coefficients of gaseous pollutants and corresponding environmental costs are shown in
Table 11.



Appl. Sci. 2019, 9, 3929 15 of 20

Table 11. Emission coefficients of gaseous pollutants and corresponding environmental costs.

Gaseous Pollutants Emission Coefficient (g/kWh) Environmental Costs (Yuan/kWh)
NO 0.619 8.475
CO, 184 0.028
(€@) 0.17 0.983
SO, 0.001 5.933

The greenhouse includes microturbine, absorption heat pump, ASHP, storage battery, phase change
heat storage device and PV power generation equipment. The upper and lower operating limits,
conversion coefficients, capacity and operating costs of the equipment are shown in Table 12.

Table 12. Equipment parameters in micro-energy-grid.

Parameters Value Parameters Value Parameters Value Parameters Value
SOCrax 0.9 SOHmax 0.9 NcHp 0.3 PCHPmax 60 kW
SOChin 0.2 SOHmin 0.1 n 0.02 P AHPmax 600 kW

Nsd 0.01 Nsh 0.02 nap 0.9 HcHpmax 122 kW

Ne 0.96 Neh 0.98 11COP,AHP 37 HAHPmax 2220 kW

Nd 0.96 Ndh 0.98 CUp,CHP 0.03 Yuan/kW Pgirdmax 500 kW

Cp 40 kWh Ch 50 kWh Cop,AP 0.02 Yuan/kW P ridmin —500 kW
Pemax 50 kW Hemax 50 kW Cop,AHP 0.02 Yuan/kW Cre,pv 3.5 Yuan/kW
Pimax 70 kW Hymax 50 kW Cop,pv 0.03 Yuan/kW

We selected five cases as examples to analyze. TOD tariff and non-time-shifting load are used in
Case 1 and Case 4, TOD tariff and time-shifting load are used in Case 2 and Case 5, and real-time price
and time-shifting load are used in Case 3. The difference between Case 1 and Case 4 or Case 2 and

Case 5 is whether to allow using excess electricity to get profit from the grid. The specific setup for
each case is shown in Table 13.

Table 13. The specific setup for each case.

Case Number Allowed Getting Profit from Grid Time-Shifting or Not Electricity Price
Case 1 Vv X TOD tariff
Case 2 v v TOD tariff
Case 3 v v Real-time tariff
Case 4 X X TOD tariff
Case 5 X 2, TOD tariff
5.4. Results

The day-ahead optimal scheduling in this paper is a 0-1 mixed integer linear programming (MIP)
problem. GAMS is an optimization software using CPLEX to solve the MIP problem. The scheduling
step size is 1 h and the scheduling cycle is 24 h of a day. Figure 7 shows the result of optimal
dispatch of electric power in five cases. The positive value represents the power provided by PV, CHP,
grid and storage battery. The negative value represents the power consumed by time-shifting load,
non-time-shifting load, ASHP power, surplus power grid and battery charging. Figure 8 shows the
optimal dispatch result of thermal power in five cases. The positive value represents the provided
thermal power, including waste heat recovery in CHP, heat generation by ASHP and heat release by
phase change heat storage device. The negative value represents the consumption of thermal power,
including heat load and heat absorption by phase change heat storage device.
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Combining Figures 8 and 9, it can be concluded that:

1.  When daylight is sufficient, comparing Cases 3 and 4, we found that the power load is borne
by PV whether or not it is permissible the sale of electricity to micro-energy-gird. In Case 3,
another source of power load is CHP. However, in Case 4, the source of power load is purchasing
from grid and electricity can be converted into heat.

2. The introduction of time-shifting loads can make the micro-energy-grid have the characteristics
of load transfer. Comparing Cases 1 and 2, the time-shifting loads were transferred from high
electricity price at 16:00 to low electricity price at 6:00, which made the load curve optimized.

The input time schedule of time-shifting load is shown in Table 14. Cases 2 and 3 are selected to
compare the load response to TOD tariff and real-time price, as shown in Figure 9. Case 2 uses the
current TOD tariff and Case 3 calculates the dynamic real-time tariff. Combining with Figure 8, it can
be seen that both TOD and real-time tariffs can transfer load to the night trough. However, compared
with real-time tariff, TOD tariff produces new load peaks at 6:00, thus the effect of real-time tariff to
reduce peak-trough difference is better.

Table 14. The input time schedule of time-shifting load.

Load Type Case 2 Case 3 Case 5
Water and fertilizer integration 17:00-18:00 17:00-18:00 15:00-16:00
Plasma nitrogen fixation and water treatment 13:00-14:00 11:00-12:00 12:00,14:00
Ventilator 2:00-7:00, 23:00-24:00 7:00,17:00, 23:00-4:00 10:00-17:00
Biogas pool heat pump 6:00, 24:00 2:00, 23:00 20:00, 24:00

Lighting in shed 3:00-6:00, 24:00 1:00-4:00, 23:00 20:00-21:00, 24:00-2:00
Physical insecticide 3:00-4:00, 6:00~7:00,24:00 1:00-4:00, 23:00 11:00-15:00
Space electric field dehumidification 13:00, 23:00-7:00 17:00, 23:00-7:00 8:00-17:00
. e 6:00-7:00, 12:00-15:00, 6:00-7:00,

Acoustic wave facilitation 17:00-18:00 9:00-11:00,13:00-14:00, 18:00 10:00-17:00
Nutrient solution circulation system 12:00-14:00 12:00, 17:00-18:00 12:00-14:00
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Figure 9. The load response of TOD tariff and real-time price.

The electricity purchasing and selling status, PV absorption status and integrated operation cost
in five cases are shown in Table 15.
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Table 15. The electricity purchasing and selling status, PV absorption status and synthetic operation
cost in five cases.

Purchasing from Grid Synthetic Operation

Case Number Selling to Grid (kWh) PV Absorption (kWh)

(kWh) Cost/Yuan
Case 1 749.25 744.81 1028.197 398.85
Case 2 736.02 869.70 1028.197 225.67
Case 3 763.33 912.2 1028.197 173.42
Case 4 998.91 0 955.95 3655.04
Case 5 1026.58 0 985.86 2418.32

In Table 15, the following can be seen:

1. In Cases 1-3, PV has been completely eliminated, because it allows the sale of surplus power
from micro-energy-grid to distribution grid. Cases 4 and 5 can eliminate 92.97% and 95.88% of PV
energy, respectively, without selling surplus power, but the phenomenon of light abandonment
still can be curbed.

2. Compared with Case 1, Cases 2 and 3 reduced the synthesized operation cost by 43.4% and 56.5%,
respectively, which indicates that a reasonably working DR scheme can reduce the synthesized
operation cost of a greenhouse.

6. Conclusions

Based on the study, we found the following;:

1. Selling electricity from the micro-energy-grid to power grid has great economic benefits and
supporting environmental benefits.

2.  The day-ahead dispatch of time-shifting load has a great impact on the cost of electricity
consumption in agricultural greenhouses.

3. Real-time tariff has a good effect on peak cutting and trough filling; it also can reduce the electricity
cost of an agricultural greenhouse to a certain level.
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