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Abstract: This paper proposes a fusion network for detecting changes between two high-resolution
panchromatic images. The proposed fusion network consists of front- and back-end neural network
architectures to generate dual outputs for change detection. Two networks for change detection were
applied to handle image- and high-level changes of information, respectively. The fusion network
employs single-path and dual-path networks to accomplish low-level and high-level differential
detection, respectively. Based on two dual outputs, a two-stage decision algorithm was proposed
to efficiently yield the final change detection results. The dual outputs were incorporated into
the two-stage decision by operating logical operations. The proposed algorithm was designed to
incorporate not only dual network outputs but also neighboring information. In this paper, a new
fused loss function was presented to estimate the errors and optimize the proposed network during
the learning stage. Based on our experimental evaluation, the proposed method yields a better
detection performance than conventional neural network algorithms, with an average area under the
curve of 0.9709, percentage correct classification of 99%, and Kappa of 75 for many test datasets.
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1. Introduction

Change detection is a challenging task in remote sensing, used to identify areas of change between
two images acquired at different times for the same geographical area. Such detection has been
widely used in both civilian and military fields, including agricultural monitoring, urban planning,
environment monitoring, and reconnaissance. In general, change detection involves a preprocessing
step, feature extraction, and classification or clustering algorithm to distinguish changed and
unchanged pixels. To obtain a good performance, the selected classification or clustering algorithm
plays an important role in the field of change detection.

In prior studies, statistical approaches have been proposed to identify a change [1–3].
A corresponding maximal invariant statistic is obtained by analyzing a suitable group of
transformations leaving problem invariant [2]. Then, a general problem of testing equality among
M covariance metrices in the complex-valued Gaussian case is analyzed for synthetic aperture radar
(SAR) change detection. A sample coherence magnitude as a change metric has been proposed by [3].
A new maximum-likelihood temporal change estimation and complex reflectance change detection
is used for SAR coherent temporal change detection. Currently, a classification or clustering is
becoming one approach to be used for change detection in remote sensed images by employing
supervised or unsupervised learning, respectively. Feature selection and feature extraction are
important aspects in this approach. Several detection algorithms using two images have been
proposed with different features for different types of applications [3–19]. The methods used for
change detection have mostly been designed to extract changed features such as in a difference image
(DI) [3–9], a local change vector [10], or a texture vector [11–13]. A DI is a common feature used
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to represent a change in information through the subtraction of temporal images. Local change
vectors have also been used by applying neighbor pixels to avoid a direct subtraction based on the
log ratio. This method computes a mean value of the log ratio of temporal neighbor pixels. A texture
vector [11–13] is employed to extract statistical characteristics. These changed features are then fed into
a classification or clustering algorithm to determine changed/unchanged pixels. Some unsupervised
change detection methods have been proposed based on the fuzzy c-mean (FCM) algorithm [14,16].
Such approaches are useful when labels in the training stages are unavailable. The learning algorithms
in the aforementioned studies are based on observed data without any additional information,
therefore, their application leads to overfitting for invariant changes. Furthermore, they do not
yield a reasonably good performance in the change detection rates because they do not incorporate
accurate information without supervision. Therefore, supervised change detection methods, such as
a support vector machine (SVM) [11,16–18], have been proposed. The basic SVM can apply a binary
classification to changed or unchanged pixels with texture information or using a change vector
analysis. These algorithms are not perfect in terms of incorporating accurate and full statistical
characteristics for large multi-dimensional data. Furthermore, they do not yield the best detection
performance for new datasets.

Recently, a deep convolution neural network (DCNN) was developed to produce a hierarchy of
feature-maps such as learned filters. The aforementioned DCNN can automatically learn a complex
feature space from a huge amount of image data. A DCNN can achieve a superior performance
compared to conventional classification algorithms. A restricted Boltzmann machine (RBM) [19],
a convolutional neural network (CNN) [20–22], and deep belief networks (DBNs) [23] have been
proposed for use in change detection. Such change detection algorithms based on deep learning yield
a relatively good performance in terms of the detection accuracy. However, most can be categorized
into front-end differential change detection using low-level features such as a difference image as
a feature input of their networks, resulting in sensitivity to several deteriorated conditions caused by
geometric/radiometric distortions, different viewing angles, and so on. This front-end differential
change detection conducts an early feature extraction of two image inputs into a single-path network.
In contrast, back-end differential detection methods by employing dual-path networks have been
proposed for fusing higher-level features with a long short-term memory (LSTM) model [24] to avoid
the use of low-level difference features such as a difference image. In addition, a Siamese convolutional
network (SCN) [25–27] and dual-DCN (dDCN) [28] were also proposed to detect changed areas by
measuring the similarity with high-level network features. These algorithms achieve a relatively good
performance, although false negatives are still observed.

To reduce false positives and false negatives in change detection, a fusion network incorporating
low- and high-level feature spaces in neural networks was proposed in this paper. For low-level
differential features, the difference image is fed into the front-end differential DCN (FD-DCN).
For a high-level differential feature, a back-end differential dDCN (BD-dDCN) is employed. In addition,
a two-stage decision algorithm is incorporated for post-processing to enhance the detection rate during
the inference stage. The intersection and union operations are employed to validate the change map.
First, an intersection operation is used to avoid false positives. The second-stage decision operates
a union by considering the local information of the first decision. This stage is developed to validate
and repair the change map from the first decision. In addition, this study introduces a new loss
function that combines a contrastive loss and weighted binary cross entropy loss function to optimize
high- and low-level differential features, respectively. In our experiment, we found that the proposed
algorithm can yield a better performance than existing algorithms by achieving an average area under
the curve (AUC) of 0.9709, a percentage correct classification (PCC) of 99%, and a Kappa of 75 for
several test datasets.

This work contributes three main key features as follows. (1) Unlike the mentioned existing works
above, we propose a fusion network by combining a front- and back-end networks to perform the
low- and high-level differential detection in one structure. (2) A combining loss function between
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contrastive loss and binary cross entropy loss is proposed to accomplish fusion of the proposed
networks in training stage. (3) The two-stage decision as a post-processing is presented to validate and
ensure the changes prediction at the inference stage to obtain better the final change map.

This paper is organized into five sections. In Section 2, related studies are briefly described.
Section 3 presents the proposed algorithm in detail. Section 4 describes and analyzes the experiment
results. Finally, we provide some concluding remarks regarding this research.

2. Deep Convolutional Network and Related Studies on Change Detection

Deep neural architectures with hundreds of hidden layers have been developed to learn high-level
feature spaces. The recently developed convolutional neural network (CNN) is a deep learning
architecture that has been shown to be effective in image recognition and classification [29]. The CNN
architecture employs multiple convolutional layers, followed by an activation function, resulting in
the development of feature maps. The rectified linear unit (ReLU) is widely used as the activation
function in many CNN architectures. To progressively gather global spatial information, the feature
maps are sub-sampled by the pooling layer. The final feature maps are connected to a fully connected
layer to produce the class probability outputs (Pclass), as shown in Figure 1. During the training stage,
an objective loss such as cross-entropy is computed. All of the weighting parameters of the network
are updated to reduce the cost function using the back-propagation algorithm.
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The related studies on change detection based on deep learning can be categorized into two
categories based on the type of network that is used: A front-end differential network (FDN) and
a back-end differential network (BDN). The front-end network uses low-level differential features
such as a DI or joint feature (JF) as the feature input of the network, as shown in Figure 2a. In this
case, a network with a single-path architecture receives the extracted DI as low-level differential
features of the temporal images to identify changed pixels. Several studies based on an FDN
have been proposed to improve the performance of the change detection rate. In addition, a deep
neural network (DNN) is applied to detect objects from synthetic aperture radar (SAR) data [30].
The differential feature of temporal data is employed instead of a DI. This feature is used to solve the
initial weight problem through pre-training using the restricted Boltzmann machine (RBM) algorithm.
These pre-trained weights are then fed into the initial weights of the DNN during the training
stage. In contrast, unsupervised change detection has been proposed by combining DBNs with
a feature change analysis [23]. The feature maps of temporal input images are obtained using the
DBN. The magnitude and direction of these feature maps are analyzed to distinguish the types of
feature changes using an unsupervised fuzzy C-means algorithm. Other unsupervised systems have
been proposed by combining a sparse autoencoder (SAE), unsupervised clustering, and a CNN to
overcome the change detection problem without supervision [20]. First, a DI is computed using
a log-ratio operator. The feature maps of the DI are extracted through the SAE and clustered into
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change classes as the labels for the training CNN. Next, some feature maps extracted by the SAE
are taken as the training data for the CNN. In addition, an autoencoder and multi-layer perceptron
(MLP) are combined to identify changed pixels [31]. Change detection using faster R-CNN has been
proposed for high-resolution images [32]. This work detects changed areas with bounding boxes.
The DI is extracted and then fed into faster R-CNN to detect changed locations. Each of these deep
learning algorithms tackles the change detection problem using a front-end differential network.
This network identifies changes by observing low-level feature such as the DI, which is sensitive to
various distortions, including geometric and radiometric distortions, and different viewing angles.
Another approach of FDN to detect the changes has been proposed by joining feature inputs (JF) [23].
Two temporal images are concatenated and they are fed into DBN to avoid a DI for change detection.
However, by joining the features in the early network causes both low-level differential inputs to
be dependently learned in the single network. It is for global change detection, resulting in more
false positives.
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Alternative algorithms for change detection were introduced by employing a high-level
differential feature with a dual-path network, as shown in Figure 2b. Siamese CNN (SCNN) was
proposed to detect changed areas for multimodal remote sensing data [27]. This architecture was
employed to learn the different characteristics between multimodal remote sensing data. This approach
learns the feature map of temporal images in each path network. The Euclidean distance was employed
to measure the similarity at the back-end of the network. A similar method was developed based on
an SCNN for optical aerial images [25]. A deep CNN was proposed by producing a change detection
map directly from two images [33]. A change map was evaluated using the pixel-wise Euclidean
distance from high-dimensional feature maps. Another method was proposed that incorporates
a deep stacked denoising autoencoder (SDAE) and feature change analysis (FCA) for multi-spatial
resolution change detection [34]. In the aforementioned study, denoising autoencoders were stacked to
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learn local and high-level features for unsupervised learning. Then, the inner relationship between
the multi-resolution image pair was exploited by building a mapping neural network to identify
any change representations. A dual-dense convolutional network was presented by incorporating
information from neighbor pixels [28]. In the aforementioned study, a dense connection was used to
enhance the features of the changed map information. All of the above-mentioned BDN architectures
yield good performances by inspecting high-level differential features, which can reduce false positives.
However, a BDN can achieve higher sensitivity and specificity through high-level differential features.

Although a high-level differential network can improve the sensitivity and specificity, the false
negative rate is still too high for practical applications. The FDN architecture can achieve a relatively
higher true-positive rate regardless of the number of false positives. In addition, the BDN architecture
can reduce the false-positive rate by producing some false negatives caused by strict decision criteria in
high-level differential features. In this work, an FDN and a BDN were fused to employ the advantages
of both. A post-processing step was then employed during the inference stage to obtain the final
decision for change detection.

3. Proposed Fusion Network for Change Detection with Panchromatic Imagery

In general, a change detection system involves a pre-processing step to reduce geometric and
radiometric distortions for better results. A radiometric correction is applied to remove atmospheric
effects for a time-series image analysis. In this study, a radiometric correction was applied by converting
digital numbers (DNs) into a radiance value. Then, the top-of-atmosphere (TOA) reflectance values
were computed using the gain and offset values provided by a satellite provider. In addition, to ensure
that the pixels in the image were in their proper geometric position on the Earth’s surface, a geometric
correction was applied. The parameters (polynomial coefficients) of the polynomial functions were
estimated using least square fitting with ground control points (GCPs) identified in an unrectified image
and corresponding to their real coordinates. A digital elevation model (DEM), namely, shuttle radar
topography mission DEM (SRTM DEM), was then used to correct the optical distortion and terrain
effect. The corrected images were then incorporated into the proposed network to detect changes.

To achieve a change detection, the proposed network employs a fusion network by fusing
the FDN and BDN architectures. Dual outputs were generated to solve low-level differential and
high-level differential problems. For the training stage, a contrastive loss function and a weighted
binary loss function were combined to optimize the proposed fusion network parameters. In addition,
a pre-processing step was applied to validate and ensure false changes during the inference stage.
Intersection and union operations were then applied from the dual outputs of the proposed network.
According to the proposed change detection, the false-positive and false-negative rates could be
reduced, resulting in high sensitivity and specificity for a proper change detection. Symbols used in
the proposed method are tabulated in Table 1.
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Table 1. Symbols used in the proposed fusion network for change detection.

Symbol Description

I1 and I2 Cropped temporal input image in time 1 and 2, respectively
N1 and N2 Patch network 1 and 2 correspond to the back-end network
N3 Patch network 3 correspond to the front-end network

Fi
l,dr

Feature maps of the l-th layer at the r-th dense block and the i-th
network

P1 and P2 Outputs of N1 and N2, respectively
D Dissimilarity distance
O Change detection probability output of N3

Hi
l−1,dr

Incorporation process of a batch normalization (BN), a 3× 3
convolution, and ReLU of the (l−1)-th layer at the r-th dense block
and the i-th network

[Fi
0,dr

, Fi
1,dr

, . . . , Fi
l−1,dr

]
A concatenation of the feature-maps of all of previous layers, layer 0,
. . . , and layer (l − 1)

L Proposed loss function
Ec Contrastive loss function
EB Weighted binary cross entropy loss function
Y Ground truth

Ls and LD
Partial loss function for a pair of similar and dissimilar pixels,
respectively

m Margin value
α Weighted loss
W Proposed weighted function
C and U Changed and unchanged numbers of pixels, respectively
N The number of full dataset

βc and βu
Penalization weights for false-negative and false-positive errors,
respectively

M1 Change map for first prediction
M2 Change map for second prediction
Nb Local information of M1
T Tested temporal images
m and n Size of T
s Size of I

3.1. Fusion Network for Change Detection

For a change detection, an FDN architecture is commonly used for identifying changed pixels.
Such an architecture uses low-level differential features that are relatively sensitive to noises. It is
caused by direct low-level features comparison, which misalignments of geometric error and a different
angle view are very influential. This FDN assigns a DI or JF to a single path network. They conduct
dependent learning of both low-level features together which lead to hard learning for invariant
changes and above-mentioned noisy conditions. Thus, this approach would produce a global change
detection, resulting in true positives and more false positives. In addition, BDN architectures are
designed to avoid low-level differential features, thereby reducing the false-positive detection rate.
These architectures apply strict identification for a high-level differential, which may cause some false
negatives. Therefore, an FDN is suitable in terms of the true-positive detection rate, and a BDN is
extremely reliable for overcoming false positives. To obtain a proper change detection, a fusion network
architecture is proposed by fusing an FD-DCN and a BD-dDCN with a dense-connectivity of the
convolution layers, as shown in Figure 3. There are three branch networks, N1, N2, and N3, receiving
two temporal images (I1 and I2) in which N1 and N2 correspond to the back-end network, and N3

refers to the front-end network by concatenating these two inputs (I1 and I2). A dense convolutional
connection was employed in the proposed fusion network to enhance the feature representation [35].
This dense architecture is very effective at covering invariant change representations by reusing all
preceding feature maps of the network. The proposed network was designed using dual outputs,
namely, the dissimilarity distance (D) and change probability (O) at the last layer, corresponding to the
back-end and front-end networks, respectively. Let us assume that the feature maps of the l-th layer at
the r-th dense block and the i-th network are computed as:

Fi
l,dr

= Hi
l−1,dr

([Fi
0,dr

Fi
1,dr

, . . . , Fi
l−1,dr

]), r = 0, 1; i = 1, 2, 3, (1)
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where [Fi
0,dr

, Fi
1,dr

, . . . , Fi
l−1,dr

] indicates a concatenation of the feature-maps of all of previous layers,
layer 0, . . . , and layer (l − 1). In addition, H(·) incorporates a batch normalization (BN), a 3× 3
convolution, and ReLU. A pair of temporal images were cropped into two patches (40× 40) (I1 and I2)
by sliding the window and fed into N1 and N2, respectively. The dissimilarity distance (D) was then
computed based on the Euclidean distance, which is defined as follows:

D = ‖P1 − P2‖2 (2)

where P1 and P2 are the outputs of N1 and N2 activated by sigmoid function, respectively.
The proposed method applies a pixel-wise change detection by inspecting the neighboring pixels.
The 40 × 40 patch images identify a change corresponding to the center pixel of the patch.
Thus, when the value of D is close to 1, the center of I is assigned to a changed pixel. In addition, I1

and I2 were concatenated to be fed into N3. The same dense convolution architecture was employed
in this branch network to generate the change detection probability (O). The dual outputs (D and O)
are a result of this fusion network. In addition, a post-processing step during the inference stage was
proposed based on these outputs (D and O) to achieve a proper prediction.
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3.2. Training of the Proposed Fusion Network for Change Detection

During the training stage, this paper introduced a loss function (L) by combining the contrastive
loss (Ec) [36] and weighted binary cross entropy loss (EB) as defined by:

L = αEc + (1− α)EB (3)

where α is a weight loss. Given a training set consisting of 40 × 40 image pairs and a binary label of
the ground truth (Y), the proposed network was trained using backpropagation. Here, Ec was applied
to optimize the parameters of N1 and N2, and is as computed as follows [36]:

Ec = ∑
i
(1− yi)LS(Di) + (yi)LD(Di) (4)
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where y = 1 is a changed pixel and y = 0 is an unchanged pixel. In addition, Ls is a partial loss function
for a pair of similar pixels, and LD is a partial loss function for a pair of dissimilar pixels, as defined
by [36]:

Ls =
1
2
(Di)

2 (5)

LD =
1
2
(max{0, m− Di})2 (6)

The value of m is set to 1 as the margin value. In addition, EB was used to optimize the parameters
of N3, as defined by:

EB = −∑
i

Wi(yi log(Oi) + (1− yi) log(1−Oi)) (7)

where W is the proposed weighted function used to penalize the false-positive and false-negative
errors. Thus, W is computed by:

Wi = yi

(
βc

(
1− C

N

))
+ (1− yi)

(
βu

(
1− U

N

))
(8)

where βc and βu are penalization weights for false-negative and false-positive errors, respectively.
Moreover, C and U are the changed and unchanged numbers of pixels in the full dataset
(N), respectively.

The proposed network was trained using a stochastic gradient descent (SGD) with the training
parameters, including 0.001, 1 × 10−6, and 0.9 as the learning rate, decay, and momentum, respectively.
In addition, the epoch number was set to 30. The value of α was set to 0.7 to further penalize Ec.
It was to prevent false positives, which are possible in a back-end network. The goal of prediction
through the front-end was to obtain better true-positive rates regardless of the number of false
positives. Thus, the false negatives were penalized ten times more than false positives, namely, βc = 10
and βu = 1.

3.3. Dual-Prediction Post-Processing for Change Detection

During the inference stage, post-processing was introduced using dual-prediction for change
detection. In the counting rule, binary hypotheses can be passed to a fusion center, which then decides
which one of the two hypotheses is true [37]. The proposed algorithm employed a hard-logical rule
using an AND and OR operation with the same probability output thresholds to predict a changed
pixel. This aimed to validate and ensure the change detection based on the proposed fusion network
outputs (D and O). There were two steps to applying this post-processing. First, an intersection
operation was employed to obtain a strict prediction and avoid false positives. Assume that (m × n)
images (T) will be tested using the proposed fusion network, resulting in an (m × n) change map (M1).
This prediction was conducted by sliding in the raster scan order, as shown in Figure 4. The inputs
(I1 and I2) with the central pixel position, x and y, were assigned to the proposed fusion network to
generate the values of D and O. If D and O identified a changed pixel, then M1(x, y) was set to a value
of 1; otherwise, it was set 0. This was performed for the entire image T.



Appl. Sci. 2019, 9, 1441 9 of 17

Appl. Sci. 2019, 9, x FOR PEER REVIEW 8 of 16 

where 𝛽  and 𝛽  are penalization weights for false-negative and false-positive errors, respectively. 
Moreover, C and U are the changed and unchanged numbers of pixels in the full dataset (N), 
respectively.  

The proposed network was trained using a stochastic gradient descent (SGD) with the training 
parameters, including 0.001, 1 × 10−6, and 0.9 as the learning rate, decay, and momentum, respectively. 
In addition, the epoch number was set to 30. The value of 𝛼 was set to 0.7 to further penalize 𝐸 . It 
was to prevent false positives, which are possible in a back-end network. The goal of prediction 
through the front-end was to obtain better true-positive rates regardless of the number of false 
positives. Thus, the false negatives were penalized ten times more than false positives, namely, 𝛽 =10 and 𝛽 = 1. 

3.3. Dual-Prediction Post-Processing for Change Detection 

During the inference stage, post-processing was introduced using dual-prediction for change 
detection. In the counting rule, binary hypotheses can be passed to a fusion center, which then decides 
which one of the two hypotheses is true [37]. The proposed algorithm employed a hard-logical rule 
using an AND and OR operation with the same probability output thresholds to predict a changed 
pixel. This aimed to validate and ensure the change detection based on the proposed fusion network 
outputs (D and O). There were two steps to applying this post-processing. First, an intersection 
operation was employed to obtain a strict prediction and avoid false positives. Assume that (𝑚 ×  𝑛) 
images (T) will be tested using the proposed fusion network, resulting in an (𝑚 ×  𝑛) change map 
(𝑀 ). This prediction was conducted by sliding in the raster scan order, as shown in Figure 4. The 
inputs (𝐼  and 𝐼 ) with the central pixel position, x and y, were assigned to the proposed fusion 
network to generate the values of D and O. If D and O identified a changed pixel, then 𝑀 𝑥, 𝑦  was 
set to a value of 1; otherwise, it was set 0. This was performed for the entire image T. 

 
Figure 4. First prediction flowchart. 

Then, the second prediction was performed to ensure the first prediction, as shown in Figure 5. 
Let us assume that (𝑚 ×  𝑛) 𝑀  was a change map for the second prediction. Initially, a prediction 
noise was investigated by analyzing the local information from 𝑀  by computing Nb, as defined by: 

Figure 4. First prediction flowchart.

Then, the second prediction was performed to ensure the first prediction, as shown in Figure 5.
Let us assume that (m × n) M2 was a change map for the second prediction. Initially, a prediction
noise was investigated by analyzing the local information from M1 by computing Nb, as defined by:

Nb(x, y) =
x+ q

2

∑
i=x− q

2

y+ q
2

∑
j=y− q

2

M1(i, j). (9)

where Nb(x, y) computes the local information M1(x, y) using a q× q window. If the value of Nb(x, y)
is greater than the input size s (40) divided by 4, then the second prediction is applied, otherwise,
M2(x, y) is assigned to 0. A union operation was operated from D and O for the second prediction.
When it returned the changed pixel, M2(x, y) was assigned a value of 1, otherwise, it was assigned
a value of 0. The final change map was obtained based on the result of M2.Appl. Sci. 2019, 9, x FOR PEER REVIEW 9 of 16 
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4. Experimental Evaluation and Discussion

This study used a dataset of panchromatic imageries, which provided 0.7 GSD captured by the
KOMPSAT-3 sensor. For the training dataset, this study used a scene of overlapped images (1214 × 886)
over Seoul, South Korea, as shown in Figure 6. These images were cropped into a 40 × 40 sliding
patch, and the center pixels of the cropped patch pair were labeled based on the ground truth.
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Figure 6. Training dataset: (a) Image acquired in March 2014, (b) image acquired in December 2015,
and (c) the ground truth.

Figure 6 shows an area containing completed changes and changes under contraction. In addition,
these images have many tall buildings, roads, houses, and forests to be trained for solving the
misalignment and viewing angle problems. In our experiments, to assess the effectiveness of the
proposed change detection system, three areas of the panchromatic datasets were used, namely, Areas 1,
2, and 3, as shown in Figure 7.
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Figure 7. Experiment dataset: (a) Input image for Area 1 (March 2014), (b), input image for Area 1
(October 2015), (c) ground truth for Area 1, (d) input image for Area 2 (March 2014), (e) input image for
Area 2 (October 2015), (f) ground truth for Area 2, (g) input image for Area 3, (March 2014), (h) image
input for Area 3 (October 2015), and (i) ground truth for Area 3.

The images in Figure 7 were acquired in March 2014 and October 2015 over different areas of Seoul,
South Korea. Each image pair had been radiometrically corrected and had a geometric misalignment
of approximately ±6 pixels. In addition, it also had a different angle view, which cannot be resolved
without precise 3D building models. Area 1 was located in a downtown part of Seoul, and contained
areas changed through building construction. Moreover, the urban area had tall buildings and roads.
These datasets included several factors of geometric distortion, misalignments, and different viewing
angle effects, which could lead to many false changes. In addition, Area 2 represented a downtown
area near a forest. These two images were acquired in different seasons. It was difficult to achieve
robustness to seasonal changes for practical applications. Area 3 had many tall buildings, making it
difficult to achieve an accurate detection rate owing to the different viewing angles.

In this study, the receiver operating characteristic (ROC) curve, AUC, PCC, and Kappa coefficient
were used to quantitatively evaluate the performance of the proposed method. Moreover, to evaluate
the effectiveness of the proposed method, it was compared with conventional algorithms having FDN
and BD-dDCN architectures [28]. A DI and JF were incorporated into a single-path CNN architecture
(DI + CNN and JF + CNN). These architectures included eight depth convolutional, two pooling,
and two fully connected layers, which were the same as the proposed depth layers. In addition,
Dual-DCN [28] was also compared to the proposed method.

Figure 8 shows an ROC curve, which indicates that the proposed method could achieve a better
AUC compared to the existing algorithms. For Area 1, the proposed method yielded an AUC of 0.9904,
which means that it could identify changes approximating the ground truth. It had a slightly higher
dual-DCN of 0.9878. The FDN architectures provided an AUC lower than the proposed algorithm
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which JF + CNN and DI + CNN gave an AUC of approximately 0.9509 and 0.7060, respectively.
Furthermore, the proposed method significantly outperformed the other algorithms with regard to
the AUC for Areas 2 and 3 because it could properly detect the change events with the incorporation
of low- and high-level differential features. Table 2 summarizes the PCC and Kappa values of
the different methods applied for the three areas. The proposed method showed a higher PCC
in Areas 1 and 3. The dual-DCN achieved a slightly higher PCC than the proposed method in Area 2.
However, in terms of the Kappa value, the proposed fusion network outperformed all other existing
algorithms. The proposed method achieved a Kappa value of 75.16 on average, which means that it
yielded a good agreement in terms of the results.Appl. Sci. 2019, 9, x FOR PEER REVIEW 12 of 16 
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Figure 8. Receiver operating characteristic (ROC) for (a) Area 1, (b) Area 2, and (c) Area 3.

Table 2. Quantitative assessment of the existing and proposed algorithms.

Algorithm Area 1 Area 2 Area 3

AUC PCC Kappa AUC PCC Kappa AUC PCC Kappa

DI + CNN 0.7060 0.9458 36.8938 0.6764 0.9571 11.8939 0.7213 0.9855 33.2651
JF + CNN 0.9509 0.9775 79.7190 0.9536 0.9570 29.7251 0.7847 0.9732 47.6066
Dual-DCN 0.9878 0.9774 78.4277 0.9546 0.9922 60.0070 0.8515 0.9751 50.7542
Proposed 0.9904 0.9782 80.7942 0.9707 0.9902 65.9929 0.9517 0.9892 78.6898

Figure 9 shows the change map results when applying the existing and proposed algorithms.
Visually, the proposed method achieved a much better result than the existing algorithms. In Area
1, the proposed fusion network nearly approximated the ground truth. It could reduce the number
of false positives while preserving the true positives. The proposed network produced a cleaner
change map than the existing algorithms regarding false positives. Moreover, the proposed algorithm
yielded reasonably good results for Areas 2 and 3. The proposed method significantly reduced the
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number of false positives and enhanced the true positives. This is caused by the proposed fusion
network, which was designed and trained for low- and high-level differential problems. In addition,
a post-processing step was employed to validate and repair the change map.
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Figure 9. Detection results for three areas when using the existing and proposed algorithms: (a) DI +
CNN, (b) JF + CNN, (c) dual-DCN, and (d) the proposed fusion network.

To evaluate the effectiveness of the proposed two-stage decision, the proposed algorithm also
was compared to each individual network output (D and O) and the other decision method between
two outputs of the proposed fusion network based on the mean operation. In addition, another single
output fusion network (SOFN) architecture was designed same as the proposed fusion network
architecture by fusing D and O outputs for more comparisons. This network was trained with the
binary cross entropy loss function by the same training parameters. The objective and subjective
evaluation are presented in Table 3 and Figure 10, respectively.

Table 3. Quantitative assessment of single output decision and proposed algorithms.

Network
Outputs

Area 1 Area 2 Area 3

AUC PCC Kappa AUC PCC Kappa AUC PCC Kappa

D 0.9206 0.9655 65.3497 0.8154 0.9854 33.8273 0.8410 0.9794 55.1115
O 0.9357 0.9607 61.9808 0.8948 0.9879 50.0476 0.8667 0.9436 31.3879

Mean 0.9886 0.9781 78.4481 0.9588 0.9875 52.7712 0.9165 0.9803 59.5712
SOFN 0.9685 0.9661 65.7595 0.8903 0.9897 52.6660 0.8658 0.9820 61.2094

Proposed 0.9904 0.9782 80.7942 0.9707 0.9902 65.9929 0.9517 0.9892 78.6898
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Figure 10. Detection results for three areas when using an individual network output and the
proposed algorithms: (a) D, (b) O, (c) Mean, (d) SOFN, and (e) the proposed fusion network with
a two-stage decision.

According to Table 3, the proposed two-stage decision shows better performance compared
to individual outputs and mean operation. In term of AUC, PCC, and Kappa, the proposed gave
significantly better results than that by individual outputs (D and O). Figure 10 shows that the output
O produced more true positives regardless of the number of false positives. However, the output D can
reduce the false-positive rate. This condition makes the proposed two-stage decision working as the
goal that detection rates can be accelerated by the combining of two network outputs with a two-stage
decision. In addition, the proposed algorithm still outperformed the mean operation between two
network outputs for all areas. SOFN with the single output also gave worse results than the proposed
one caused by no validation decision of post-processing for change detection. The proposed fusion
network was employed with a two-stage decision to obtain a better prediction rate.

Regarding time complexity, the proposed fusion network consumed more computational
complexity than the existing algorithm by a factor of approximately two over the dual-path network
and three with the single-path network. It was due to the proposed architecture designed with
more network paths. In addition, the proposed two-stage decision required an additional prediction
process in the inference stage. Let us see that the general total time complexity of dense convolutional
network [35] was O

(
K2) run-time complexity for a depth K network [38]. Dual-DCN [28] employed

dual-path dense convolutional network with the depth of 6 that produced a run-time complexity of
O
(
2·62). The proposed fusion network included three-path dense convolutional networks with the

same depth by fusing back- and front-end differential network architectures, resulting in a run-time
complexity of O

(
3·62). In the inference stage, a two-steps decision for the proposed made the run-time

be O
(
2·
(
3·62)) that gave it an expensive computational complexity while producing a better result.

5. Conclusions

This paper presented a robust fusion network for detecting changed/unchanged areas
in high-resolution panchromatic images. The proposed method learns and identifies the
changed/unchanged areas by combining front- and back-end neural network architectures.
The dual outputs are efficiently incorporated for low- and high-level differential features with
a modified loss function that combines the contrastive and weighted binary cross entropy losses.
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In addition, a post-processing step was applied to enhance the sensitivity and specificity from false
changes/unchanged detections based on the neighboring information. We found through qualitative
and quantitative evaluations that the proposed algorithm can yield a higher sensitivity and specificity
compared to the existing algorithms, even under noisy conditions such as geometric distortions and
different viewing angles

For further work, the proposed algorithm can be extended for other modalities such as
multi-spectrum images, Pan-sharpening, and SAR data. In addition, the proposed algorithm requires
expensive time complexity caused by pixel-wise detection with a two-stage decision. To accelerate
run-time complexity, block-wise prediction design would also be a focus of future work.

Author Contributions: All authors contributed to the writing of the manuscript. W.W. and D.S. conceived,
designed the algorithm, and analyzed the data. W.W. developed it and conducted the experiments and analyzed
the data. D.S. supervised the study.

Funding: This research was supported by the Ministry of Science and ICT (MSIT), Korea, under the Information
Technology Research Center (ITRC) support program (IITP-2018-2016-0-00288) supervised by the Institute for
Information & communications Technology Promotion (IITP) and Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT & Future Planning
(NRF-2018R1A2B2008238).

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Ciuonzo, D.; Salvo Rossi, P. DECHADE: Detecting slight changes with hard decisions in wireless sensor
networks. Int. J. Gen. Syst. 2018, 47, 535–548. [CrossRef]

2. Ciuonzo, D.; Carotenuto, V.; de Maio, A. On multiple covariance equality testing with application to SAR
change detection. IEEE Trans. Signal Proc. 2017, 65, 5078–5091. [CrossRef]

3. Wahl, D.E.; Yocky, D.A.; Jakowatz, C.V.; Simonson, K.M. A new maximum-likelihood change estimator
for two-pass SAR coherent change detection. IEEE Transon. Geosand. Remote Sens. 2016, 54, 2460–2469.
[CrossRef]

4. Coppin, P.R.; Bauer, M.E. Digital change detection in forest ecosystems with remote sensing imagery.
Remote Sens. Rev. 1996, 13, 207–234. [CrossRef]

5. Bazi, Y.; Bruzzone, L.; Melgani, F. Automatic identification of the number and values of decision thresholds
in the log-ratio image for change detection in SAR images. IEEE Geosci. Remote Sens. Lett. 2006, 3, 349–353.
[CrossRef]

6. Singh, K.K.; Mehrotra, A.; Nigam, M.J.; Pal, K. Unsupervised change detection from remote sensing using
hybrid genetic FCM. In Proceedings of the IEEE 2013 Students Conference on Engineering and Systems
(SCES), Allahabad, India, 12–14 April 2013; pp. 1–5.

7. Bi, C.; Wang, H.; Bao, R. SAR image change detection using regularized dictionary learning and fuzzy
clustering. In Proceedings of the 2014 IEEE 3rd International Conference on Cloud Computing and
Intelligence Systems (CCIS), Shenzhen, China, 27–29 November 2014; pp. 327–330.

8. Gong, M.; Zhou, Z.; Ma, J. Change detection in synthetic aperture radar images based on image fusion and
fuzzy clustering. IEEE Trans. Image Process. 2012, 21, 2141–2151. [CrossRef] [PubMed]

9. Gong, M.; Su, L.; Jia, M.; Chen, W. Fuzzy clustering with a modified MRF energy function for change
detection in synthetic aperture radar images. IEEE Trans. Fuzzy Syst. 2014, 22, 98–109. [CrossRef]

10. Johnson, R.D.; Kasischke, E.S. Change vector analysis: A technique for the multispectral monitoring of land
cover and condition. Int. J. Remote Sens. 1998, 19, 411–426. [CrossRef]

11. Gao, F.; Zhang, L.; Wang, J.; Mei, J. Change detection in remote sensing images of damage areas with complex
terrain using texture information and SVM. In Proceedings of the International Conference on Circuits and
Systems (CAS 2015), Paris, France, 9–10 August 2015.

12. Guo, Z.; Du, S. Mining parameter information for building extraction and change detection with very
high-resolution imagery and GIS data. GISci. Remote Sens. 2017, 54, 38–63. [CrossRef]

13. Huang, S.; Ramirez, C.; Kennedy, K.; Mallory, J.; Wang, J.; Chu, C. Updating land cover automatically
based on change detection using satellite images: Case study of national forests in Southern California.
GISci. Remote Sens. 2017, 54, 495–514. [CrossRef]

http://dx.doi.org/10.1080/03081079.2018.1455192
http://dx.doi.org/10.1109/TSP.2017.2712124
http://dx.doi.org/10.1109/TGRS.2015.2502219
http://dx.doi.org/10.1080/02757259609532305
http://dx.doi.org/10.1109/LGRS.2006.869973
http://dx.doi.org/10.1109/TIP.2011.2170702
http://www.ncbi.nlm.nih.gov/pubmed/21984509
http://dx.doi.org/10.1109/TFUZZ.2013.2249072
http://dx.doi.org/10.1080/014311698216062
http://dx.doi.org/10.1080/15481603.2016.1250328
http://dx.doi.org/10.1080/15481603.2017.1286727


Appl. Sci. 2019, 9, 1441 16 of 17

14. Hao, M.; Zhang, H.; Shi, W.; Deng, K. Unsupervised change detection using fuzzy c-means and MRF from
remotely sensed images. Remote Sens. Lett. 2013, 4, 1185–1194. [CrossRef]

15. Hao, M.; Hua, Z.; Li, Z.; Chen, B. Unsupervised change detection using a novel fuzzy c-means clustering
simultaneously incorporating local and global information. Multimed. Tools Appl. 2017, 76, 20081–20098.
[CrossRef]

16. Habib, T.; Inglada, J.; Mercier, G.; Chanussot, J. Support vector reduction in SVM algorithm for abrupt
change detection in remote sensing. IEEE Geosci. Remote Sens. Lett. 2009, 6, 606–610. [CrossRef]

17. Volpi, M.; Tuia, D.; Bovolo, F.; Kanevski, M.; Bruzzone, L. Supervised change detection in VHR images
using contextual information and support vector machines. Int. J. Appl. Earth Obs. Geoinf. 2013, 20, 77–85.
[CrossRef]

18. Bovolo, F.; Bruzzone, L.; Marconcini, M. A novel approach to unsupervised change detection based on
a semisupervised SVM and a similarity measure. IEEE Trans. Geosci. Remote Sens. 2008, 46, 2070–2082.
[CrossRef]

19. Zhao, J.; Gong, M.; Liu, J.; Jiao, L. Deep learning to classify difference image for image change detection.
In Proceedings of the IEEE 2014 International Joint Conference on Neural Networks (IJCNN), Beijing, China,
6–11 July 2014; pp. 411–417.

20. Gong, M.; Yang, H.; Zhang, P. Feature learning and change feature classification based on deep learning for
ternary change detection in SAR images. ISPRS J. Photogram. Remote Sens. 2017, 129, 212–225. [CrossRef]

21. El Amin, A.M.; Liu, Q.; Wang, Y. Convolutional neural network features-based change detection in satellite images.
In Proceedings of the First International Workshop on Pattern Recognition, Tokyo, Japan, 11–13 May 2016.

22. Liu, J.; Gong, M.; Zhao, J.; Li, H.; Jiao, L. Difference representation learning using stacked restricted
Boltzmann machines for change detection in SAR images. Soft Comput. 2016, 20, 4645–4657. [CrossRef]

23. Zhang, H.; Gong, M.; Zhang, P.; Su, L.; Shi, J. Feature-level change detection using deep representation
and feature change analysis for multispectral imagery. IEEE Geosci. Remote Sens. Lett. 2016, 13, 1666–1670.
[CrossRef]

24. Lyu, H.; Lu, H.; Mou, L. Learning a transferable change rule from a recurrent neural network for land cover
change detection. Remote Sens. 2016, 8, 506. [CrossRef]

25. Zhan, Y.; Fu, K.; Yan, M.; Sun, X.; Wang, H.; Qiu, X. Change detection based on deep siamese convolutional
network for optical aerial images. IEEE Geosci. Remote Sens. Lett. 2017, 14, 1845–1849. [CrossRef]

26. Zhang, W.; Lu, X. The spectral-spatial joint learning for change detection in multispectral imagery.
Remote Sens. 2019, 11, 240. [CrossRef]

27. Zhang, Z.; Vosselman, G.; Gerke, M.; Tuia, D.; Yang, M.Y. Change detection between multimodal remote
sensing data using Siamese CNN. arXiv, 2018; arXiv:1807.09562.

28. Wiratama, W.; Lee, J.; Park, S.E.; Sim, D. Dual-dense convolution network for change detection of
high-resolution panchromatic imagery. Appl. Sci. 2018, 8, 1785. [CrossRef]

29. Yoo, H.-J. Deep convolution neural networks in computer vision. IEIE Trans. Smart Process. Comput. 2015, 4, 35–43.
[CrossRef]

30. Gong, M.; Jiaojiao, Z.; Jia, L.; Qiguang, M.; Jiao, L. Change detection in synthetic aperture radar images
based on deep neural networks. IEEE Trans. Neural Net. Learning Sys. 2016, 27, 125–138. [CrossRef]

31. De, S.; Pirrone, D.; Bovolo, F.; Bruzzone, L.; Bhattacharya, A. A novel change detection framework based on deep
learning for the analysis of multi-temporal polarimetric SAR images. In Proceedings of the 2017 IEEE International
Geoscience and Remote Sensing Symposium (IGARSS), Fort Worth, TX, USA, 23–28 July 2017; pp. 5193–5196.

32. Wang, Q.; Zhang, X.; Chen, G.; Dai, F.; Gong, Y.; Zhu, K. Change detection based on Faster R-CNN for
high-resolution remote sensing images. Remote Sens. Lett 2018, 10, 923–932. [CrossRef]

33. El Amin, A.M.; Liu, Q.; Wang, Y. Convolutional neural network features based change detection in satellite
images. Intern. Soc. Opt. Photonics. 2016, 10011, 100110.

34. Zhang, P.; Gong, M.; Su, L.; Liu, J.; Li, Z. Change detection based on deep feature representation and mapping
transformation for multi-spatial-resolution remote sensing images. ISPRS J. Photo Remote Sens. 2016, 116, 24–41.
[CrossRef]

35. Huang, G.; Liu, Z.; van Der Maaten, L.; Weinberger, K.Q. Densely connected convolutional networks.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA,
21–26 July 2017; pp. 4700–4708.

http://dx.doi.org/10.1080/2150704X.2013.858841
http://dx.doi.org/10.1007/s11042-017-4354-1
http://dx.doi.org/10.1109/LGRS.2009.2020306
http://dx.doi.org/10.1016/j.jag.2011.10.013
http://dx.doi.org/10.1109/TGRS.2008.916643
http://dx.doi.org/10.1016/j.isprsjprs.2017.05.001
http://dx.doi.org/10.1007/s00500-014-1460-0
http://dx.doi.org/10.1109/LGRS.2016.2601930
http://dx.doi.org/10.3390/rs8060506
http://dx.doi.org/10.1109/LGRS.2017.2738149
http://dx.doi.org/10.3390/rs11030240
http://dx.doi.org/10.3390/app8101785
http://dx.doi.org/10.5573/IEIESPC.2015.4.1.035
http://dx.doi.org/10.1109/TNNLS.2015.2435783
http://dx.doi.org/10.1080/2150704X.2018.1492172
http://dx.doi.org/10.1016/j.isprsjprs.2016.02.013


Appl. Sci. 2019, 9, 1441 17 of 17

36. Hadsell, R.; Chopra, S.; Le Cun, Y. Dimensionality reduction by learning an invariant mapping.
In Proceedings of the 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition,
New York, NY, USA, 17–22 June 2006.

37. Viswanathan, R.; Aalo, V. On counting rules in distributed detection. IEEE Trans. Acous. Speech Signal Process.
1989, 37, 772–775. [CrossRef]

38. Hu, H.; Dey, D.; del Giorno, A.; Hebert, M.; Bagnell, J.A. Log-denseNet: How to sparsify a denseNet. arXiv,
2018; arXiv:1711.00002.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1109/29.17574
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Deep Convolutional Network and Related Studies on Change Detection 
	Proposed Fusion Network for Change Detection with Panchromatic Imagery 
	Fusion Network for Change Detection 
	Training of the Proposed Fusion Network for Change Detection 
	Dual-Prediction Post-Processing for Change Detection 

	Experimental Evaluation and Discussion 
	Conclusions 
	References

